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ABSTRACT

Propagation delay refers to the length of time it takes for a signal to travel from point A to point B. Many existing systems, including Global Positioning System (GPS) localization, vehicular imaging, and microphone array beamforming, have taken advantage of propagation delay. This dissertation revisits different properties of propagation delay to enable new acoustic techniques and applications. For instance: (1) We leverage the propagation delay difference between two very different frequencies – radio frequency (RF), and acoustics – to improve active noise cancellation. By “piggybacking” sound over RF, our proposed system is able to compute anti-noise signals more precisely, and ultimately attain better cancellation performance. (2) We develop solutions that exploit the propagation delays of multipath echoes to localize an indoor human speaker. By aligning the arrivals of the voice signal at different times, we compute user location within an optimization framework, serving as a valuable context for smart voice assistants like Amazon Echo and Google Home. (3) We design 3D directional sound by actively synthesizing different propagation delays at two ears using earphones. We develop algorithms that accurately track the 3D orientation of the head, a key enabler for designing 3D acoustics. In general, this dissertation shows that while propagation delay has been studied for a long time and for many applications, there is still opportunity for new techniques and systems, by carefully looking at different properties of the propagation delay, across frequencies, time, and space.
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Propagation delay is a well-known concept in physics, and refers to the amount of time it takes for a signal to travel from the sender to the receiver. Numerous acoustic and wireless applications have taken advantage of propagation delays to compute distances, perform beamforming, or image the environment [1, 2, 3, 4, 5, 6]. For instance, in GPS localization [7], the receiver measures the propagation delays from different GPS satellites, translates them into distances, and finally computes its own location via trilateration. In another example, microphone arrays in meeting rooms can beamform towards a specific human speaker [8]. This is essentially because voice signals travel in the air, and arrive at each microphone on the array with different propagation delays. After compensating for these relative delays, the energy can add up across multiple microphones, thereby enhancing the recorded SNR for that speaker. Finally, today’s self-driving cars use different sensing modalities to transmit signals and receive their reflections. By measuring the round-trip propagation delay, they are able to image the surrounding environment, and compute the distances to nearby objects [9].

Recently, a variety of new acoustic technologies are surfacing, all centered around sensing and analyzing voice and sound. For example, voice assistants such as Amazon Echo and Google Home have begun to percolate our homes, and more than 100 million such devices have been sold [10]. Qualcomm is developing a completely new audio platform for earphones, aimed at combining music streaming, natural language processing, and wireless sharing [11].
A related startup named Nura has developed headsets that shine acoustic signals into the ear to profile its anatomical structure, so that sound can be carefully customized to the user [12]. This excitement around the acoustic landscape keeps growing, primarily due to the convergence of embedded sensing, computing, and communication.

This dissertation lies at the intersection of propagation delay and acoustics. We believe revisiting propagation delay will bring fresh opportunities to this exciting acoustic landscape. In particular, this dissertation exploits propagation delay along different dimensions to develop key acoustic primitives, that can be further leveraged to enable and improve human-centric applications. For instance:

- **Propagation delay across frequencies**: We leverage the propagation delay difference between radio frequency (RF) and acoustics to improve active noise cancellation. By having RF carry acoustic information, our proposed system is able to compute anti-noise signals more precisely, and ultimately achieve better cancellation performance.

- **Propagation delay across time**: We identify unique opportunities at the beginning of one’s speech to localize the human speaker. The key idea is to decouple and exploit different propagation delays of multipath echoes at this beginning moment for reverse triangulation. This gives user location as an important context for smart voice assistants such as Amazon Alexa and Google Home.

- **Propagation delay across space**: We design 3D directional sound by carefully synthesizing the propagation delays of the acoustic signal played across the two earphones. By accurately tracking the device’s spatial orientation, the sound can be designed to come from a specific 3D direction, enabling applications like acoustic augmented reality.
Exploiting propagation delay in these scenarios, however, entails unique challenges in both hardware and algorithm design. For example, cross-frequency propagation calls for hardware design with multiple sensing modalities and minimum processing delay; decoupling multipath propagation necessitates novel algorithms to extract each echo from the mixture in microphone recordings; and finally, creating artificial propagation delay requires accurate tracking of the device’s rotational motion, an especially challenging task if the device constantly moves. This dissertation tackles these practical challenges by combining digital signal processing, optimization, and hardware engineering.

In general, this dissertation shows that while propagation delays have been looked at extensively in the past, there is still opportunity for new techniques and applications, by revisiting different physical properties of propagation delay, in both general as well as application-specific settings. We briefly elaborate on each of the acoustic techniques and systems, followed by the organization of this dissertation.

1.1 Proposed Techniques and Applications

1.1.1 Acoustic Noise Cancellation

Noise pollution is rising rapidly and becoming a health concern. Long term exposure to high noise levels can affect blood pressure and hypertension, leading to cardiovascular diseases; children’s developmental cognition can also be affected [13, 14]. Noise from traffic, loud conversations in offices, continuous announcements in airports, large factories, and music playing in public places – all contribute to such trends. In developing regions, the problem is probably most pronounced because windows remain open due to limited air-conditioning. Hence loud music and chants from public speakers,
car honks, road construction, and just the urban cacophony can prevent a quiet lifestyle [15]. The accepted solution today has been to wear ear-plugs or ear-blocking headphones, both of which are uncomfortable for continuous use [16, 17, 18].

In Chapter 2, we propose MUTE [19], a system which considers breaking away from convention and aims to cancel complex sounds, including speech and music, without blocking the ear. The key idea is to place an IoT device in the environment that listens to ambient sounds and forwards the sound over its wireless radio to the ear-device. Since wireless signals travel much faster than sound, the ear-device can receive the sound in advance of its actual arrival. This lookahead is valuable for noise cancellation, since it (1) offers a much-needed time cushion for computation, (2) provides information for prediction, and (3) enables non-causal filtering for producing more precise anti-noise signals. Using custom-built IoT hardware, as well as lookahead-aware cancellation algorithms, we demonstrate a fully functional prototype that performs favorably against Bose’s latest QC35 headphones. Importantly, our design does not need to block the ear like headphones or ear-buds. They can be fitted around the ear, or clipped to eyeglasses, making them comfortable (and healthier) for continuous use.

1.1.2 User Localization for Voice Assistants

Voice assistants such as Amazon Echo and Google Home continue to gain popularity with new “skills” getting continuously added to them. Towards enriching multiple dimensions of context-awareness, companies like Amazon, Google, and Samsung are also pursuing the problem of user localization [20, 21, 22, 23]. Location adds valuable context to the user’s commands, allowing Alexa to resolve ambiguities. For instance, knowing the user’s location could help in determining which light the user is referring to, when she says “turn
on the light” (naming every IoT device, and precisely remembering their names, is quickly becoming a memory overload for the users [24, 25]). More broadly, location could aid speech recognition by narrowing down the set of possible commands [26, 27, 28].

In Chapter 3, we develop VoLoc, a system which infers user location from voice signals received over a microphone array on Alexa. VoLoc accurately estimates the angles of arrival (AoAs) of multipath echoes, and traces back these AoAs to reverse triangulate the user’s location. The key idea is to leverage the very beginning moment of one’s speech when multipath echoes are sparse, and design an iterative align-and-cancel algorithm to compute each echo’s AoA. We also estimate the geometry of a nearby wall reflection using an error-minimization technique. Together, the AoAs and geometric parameters are fused to achieve robust and useable localization accuracy.

1.1.3 Orientation Tracking for 3D Directional Sound

Human brains are capable of resolving the 3D direction of a sound, by sensing the slight difference in the propagation delay at two ears. We aim at actively synthesizing 3D directional sound by injecting artificial delays at two earphones. As one application, imagine Alice running to catch a train in a large train station. Her earphone can navigate her using a 3D voice that says “follow me”. The voice is carefully designed and played across the two earphones (with synthesized propagation delays), so that it appears to come from the direction in which she should walk. Alice simply follows the perceived direction of the voice and reaches the platform in time; she does not pull out her phone, nor does she check for maps.

To generate the correct 3D directional sound, it is important to track the head’s (earphone’s) orientation over time accurately. In Chapter 4, we propose MUSE [29], an improved inertial measurement unit (IMU) orientation
tracking algorithm running on mobile devices, including smartphones, smartwatches, and earphones. The core observation is that conventional systems have trusted gravity more than the magnetic North to infer the 3D orientation of the object. We find that the reverse is more effective, as magnetometers, unlike accelerometers, are unpolluted by object motion. Real experiments across a range of uncontrolled scenarios show consistent improvement in orientation accuracy, without requiring any training or machine learning.

1.2 Organization

The rest of the dissertation expands on each of the applications in detail. We discuss acoustic noise cancellation in Chapter 2; user localization for voice assistants in Chapter 3; and orientation tracking for 3D directional sound in Chapter 4. Finally, we summarize the contributions and conclude the dissertation in Chapter 5.
Active noise cancellation (ANC) is the cancellation of noise in the environment by producing *anti-noise* signals near the human ears (e.g., in Bose’s noise cancellation headphones). This chapter brings IoT to active noise cancellation by combining wireless communication with acoustics. The core idea is to place an IoT device in the environment that listens to ambient sounds and forwards the sound waveform over its wireless radio. Since wireless signals travel much faster than sound, our ear-device receives the signal before the actual sound arrives. This time difference serves as a glimpse into the future, which we call *lookahead*, and proves crucial for real-time noise cancellation, especially for unpredictable, wide-band sounds like music and speech. Using custom IoT hardware, as well as lookahead-aware cancellation algorithms, we demonstrate *MUTE*, a fully functional noise cancellation prototype that outperforms Bose’s latest ANC headphone. Importantly, our design does not need to block the ear – the ear canal remains open, making it comfortable (and healthier) for continuous use.

2.1 Introduction

Ambient sound can be a source of interference. Loud conversations or phone calls in office corridors can be disturbing to others around. Working or napping at airports may be difficult due to continuous overhead announcements. In developing regions, the problem is probably most pronounced. Loud music or chants from public speakers, sound pollution from road traffic, or just
general urban cacophony can make simple reading or sleeping difficult. The accepted solutions have been to wear ear-plugs or ear-blocking headphones, both of which are uncomfortable for continuous use [16, 17, 18]. This chapter considers breaking away from convention and aims to cancel complex sounds without blocking the ear. We introduce our key idea next with a simple example.

Consider Alice being disturbed in her office due to frequent corridor conversations (Figure 2.1). Imagine a small IoT device – equipped with a microphone and wireless radio – pasted on the door in Alice’s office. The IoT device listens to the ambient sounds (via the microphone) and forwards the exact sound waveform over the wireless radio. Now, given that wireless signals travel much faster than sound, Alice’s noise cancellation device receives the wireless signal first, extracts the sound waveform from it, and gains a “lookahead” into the actual sound that will arrive later. When the actual sound arrives, Alice’s ear-device is already aware of the signal and has had the time to compute the appropriate anti-noise signal. In fact, this lead time opens various other algorithmic and architectural opportunities, as will become clear in the subsequent discussions.

Figure 2.1: MUTE leverages the difference between wireless and acoustic propagation delay to provide a lookahead into the incoming sound signals.
In contrast, consider today’s noise cancellation headphones from Bose [30, 31], SONY [32], Philips [33], etc. These headphones essentially contain a microphone, a DSP processor, and a speaker. The processor’s job is to process the sound received by the microphone, compute the anti-noise signal, and play it through the speaker. This sequence of operations starts when the sound has arrived at the microphone; however, it must complete before the same sound has reached the human’s ear-drum. Given the small distance between the headphone and the ear-drum, this is an extremely tight deadline (≈ 30 µs [34]). The penalty of missing this deadline is a phase error, i.e., the anti-noise signal is not a perfect “opposite” of the actual sound, but lags behind. The lag increases at higher frequencies, since phase changes faster at such frequencies. This is one of the key reasons why current headphones are designed to only cancel low-frequency sounds below 1 kHz [35, 36], such as periodic machine noise. For high-frequency signals (e.g., speech and music), the headphones must use sound-absorbing materials. These materials cover the ear tightly and attenuate the sounds as best as possible [37, 30].

Meeting the tight deadline is not the only hurdle to real-time noise cancellation. As discussed later, canceling a sound also requires estimating the inverse of the channel from the sound source to the headphone’s microphone. Inverse-channel estimation is a non-causal operation, requiring access to future sound samples. Since very few future samples are available to today’s headphones, the anti-noise signal is not accurate, affecting cancellation quality.

With this background in mind, let us now return to our proposal of forwarding sound over wireless links. The forwarded sound is available to our cancellation device several milliseconds in advance of its physical arrival (as opposed to tens of microseconds in conventional systems). This lookahead presents three opportunities:
1 **Timing:** The DSP processor in our system can complete the anti-noise computation before the deadline, enabling noise cancellation for even higher frequencies. Hence, sound-absorbing materials to block the ear are not necessary.

2 **Profiling:** Lookahead allows the DSP processor to foresee macro changes in sound profiles, such as when Bob and Eve are alternating in a conversation. This allows for quicker multiplexing between filtering modes, leading to faster convergence at transitions.

3 **Channel Estimation:** Finally, much longer lookahead improves anti-noise computation due to better inverse-channel estimation, improving the core of noise cancellation.

Of course, translating these intuitive opportunities into concrete gains entails challenges. From an algorithmic perspective, the adaptive filtering techniques for classical noise cancellation need to be delicately redesigned to fully harness the advantages of lookahead. From an engineering perspective, the wireless relay needs to be custom-made so that forwarding can be executed in real-time (to maximize lookahead), and without storing any sound samples (to ensure privacy). This chapter addresses all these questions through a lookahead-aware noise cancellation (LANC) algorithm, followed by a custom-designed IoT transceiver at the 900 MHz ISM band. The wireless devices use frequency modulation (FM) to cope with challenges such as carrier frequency offset, non-linearities, and amplitude distortion.

Figure 2.2(b) shows the overall experimentation platform for our wireless noise cancellation system (*MUTE*). The custom-designed wireless relay is pasted on the wall, while the (crude) ear-device is laid out on the table. The ear-device has not been packaged into a wearable form factor; however, it is complete in functionality, i.e., it receives the wireless signals from the relay, extracts the audio waveform, and feeds it into a TI TMS320 DSP board run-
ning the LANC algorithm. Figure 2.2(a) visualizes the potential form-factor for such a wearable device (sketched in AutoDesk), while Figure 2.2(c) zooms into the relay hardware. To compare performance, we insert a “measurement microphone” into the ear position of the human head model – this serves as a virtual human ear. We place Bose’s latest ANC headphone (QC35 [30]) over the head model, and compare its cancellation quality against MUTE, with different types of sounds, multipath environments, and lookahead times. Finally, we bring in five human volunteers to experience and rate the performance difference in noise cancellation. Our results reveal the following:

- **MUTE** achieves cancellation across $[0, 4]$ kHz, while Bose cancels only up to 1 kHz. Within 1 kHz, **MUTE** outperforms Bose by 6.7 dB on average.

- Compared to Bose’s full headphone (i.e., ANC at $[0, 1]$ kHz + sound-absorbing material for $[1, 4]$ kHz), our cancellation is 0.9 dB worse. We view this as a non-ear-blocking device with a slight compromise. With ear-blocking, **MUTE** outperforms Bose by 8.9 dB.

- **MUTE** exhibits greater agility for fast changing, intermittent sounds. The average cancellation error is reduced by 3 dB, and human volunteers consistently rate **MUTE** better than Bose for both speech and music.

- Finally, Bose is advantaged with specialized microphones and speakers (with significantly less hardware noise); our systems are built on cheap microphone chips ($9) and off-the-shelf speakers ($19). Also, we have designed a mock ear-device to suggest how future earphones need not block the ear (Figure 2.2(a)). However, we leave the real packaging (and manufacturing) of such a device to future work.

In closing, we make the following contributions:
Figure 2.2: *MUTE*’s experimental platform: Figure (a) shows our vision of the hollow ear-device, not covering the ear. Figure (b) shows the full system with the wireless IoT relay taped on the room’s inside wall and the (crude) ear-device on the table (composed of a microphone on the human head model, an anti-noise speaker, and a DSP board). Figure (c) zooms into the relay hardware.
• We introduce MUTE, a wireless noise cancellation system architecture that harnesses the difference in propagation delay between radio frequency (RF) and sound to provide a valuable “lookahead” opportunity for noise cancellation.

• We present a Lookahead Aware Noise Cancellation (LANC) algorithm that exploits lookahead for efficient cancellation of unpredictable high frequency signals like human speech. Our prototype compares well with today’s ANC headphones, but does not need to block the user’s ears.

We expand on each of these contributions next, beginning with a brief primer on active noise cancellation (ANC), and followed by our algorithm, architecture, and evaluation.

2.2 Noise Cancellation Primer

An active noise cancellation (ANC) system has at least two microphones and one speaker (see Figure 2.3). The microphone placed closer to the ear-drum is called the error microphone $M_e$, while the one away from the ear is called the reference microphone, $M_r$. The speaker is positioned close to $M_e$ and is called the anti-noise speaker. Ambient noise first arrives at $M_r$, then at $M_e$, and finally at the ear-drum. The DSP processor’s goal is to extract the sound from $M_r$, compute the anti-noise, and play it through the speaker such that the anti-noise cancels the ambient noise at $M_e$.

Given that received sound is a combination of current and past sound samples (due to multipath), the DSP processor cannot simply reverse the sound samples from $M_r$. Instead, the various channels (through which the sound travels) need to be estimated correctly to construct the anti-noise signal. For this, the DSP processor uses the cancellation error from $M_e$ as feedback and updates its channel estimates to converge to a better anti-
Figure 2.3: Basic architecture of an ANC headphone, currently designed for a single noise source.

noise in the next time step. Once converged, cancellation is possible at $M_e$ regardless of the sound sample. So long as the ear-drum is close enough to $M_e$, the human also experiences similar cancellation as $M_e$.

**The ANC Algorithm:** Figure 2.4 recapitulates Figure 2.3 but from an algorithmic perspective. Observe that the error microphone $M_e$ receives two signals, one directly from the noise source, say $a(t)$, and the other from the headphone’s anti-noise speaker, say $b(t)$. The output of this microphone can be expressed as $e(t) = a(t) + b(t)$. For perfect cancellation, $e(t)$ would be zero.

Now, $a(t)$ can be modeled as $a(t) = h_{ne}(t) * n(t)$, where $h_{ne}$ is the air channel from the noise source to $M_e$, $n(t)$ is the noise signal, and * denotes convolution. Similarly, $b(t)$ can be modeled as:

$$b(t) = h_{se}(t) * \left( h_{AF}(t) * \left( h_{nr}(t) * n(t) \right) \right)$$

(2.1)
Here, the inner-most parenthesis models the noise signal received by the reference microphone $M_r$ over the channel $h_{nr}(t)$. The ANC algorithm in the DSP processor modifies this signal using an adaptive filter, $h_{AF}(t)$, and plays it through the anti-noise speaker. The speaker’s output is distorted by the small gap between the speaker and the error microphone, denoted $h_{se}(t)$. Thus, the error signal $e(t)$ at the output of $M_e$ is

$$e(t) = a(t) + b(t) = h_{ne}(t) * n(t) + h_{se}(t) * \left(h_{AF}(t) * \left(h_{nr}(t) * n(t)\right)\right)$$

For active noise cancellation, the ANC algorithm must design $h_{AF}(t)$ such that $e(t)$ is as close to 0 as possible. This suggests that $h_{AF}(t)$ should be set to:

$$h_{AF}(t) = -h_{se}^{-1}(t) * h_{ne}(t) * h_{nr}^{-1}(t) \quad (2.2)$$

In other words, ANC must estimate all three channels to apply the correct $h_{AF}$. Fortunately, $h_{se}^{-1}$ can be estimated by sending a known preamble from the anti-noise speaker and measuring the response at the error microphone. However, $h_{ne}$ and $h_{nr}^{-1}$ cannot be easily estimated since: (1) the noise sig-
nal \(n(t)\) does not exhibit any preamble-like structure, (2) the channels are continuously varying over time, and (3) the inverse channel requires future samples for precise estimation.

To cope with this difficulty in estimating \(h_{AF}\), ANC uses adaptive filtering. The high-level idea is gradient descent, i.e., adjusting the values of the vector \(h_{AF}\) in the direction in which the residual error \(e(t)\) goes down. Thus, ANC takes \(e(t)\) as the feedback and feeds the classical least mean squares (LMS) technique [38, 39] – the output is an adaptive filter, \(h_{AF}(t)\).

With this background, let us now focus on the lookahead advantage and corresponding design questions.

### 2.3 Lookahead Aware ANC

*MUTE* proposes a simple change to the conventional system architecture, namely: disaggregate the reference microphone \(M_r\) from the headphone, place \(M_r\) a few feet away towards the noise source, and replace the wired connection between \(M_r\) and the DSP processor with a wireless (RF) link. This separation significantly increases the lead time (or lookahead), translating to advantages in timing and cancellation. We detail the advantages next and then develop the Lookahead Award Noise Cancellation (LANC) algorithm.

#### 2.3.1 Timing Advantage from Lookahead

Figure 2.5(a) shows the timeline of operations in today’s ANC systems and Figure 2.5(b) shows the same, but with a large lookahead. Note that time advances in the downward direction with each vertical line corresponding to different components (namely, reference microphone, DSP processor, speaker, etc.). The slanting solid arrow denotes the arrival of the noise signal, while
Figure 2.5: Global timeline with (a) limited lookahead and (b) large lookahead. Time advances in the downward direction, and the slanted arrows denote the sound samples arriving from a noise source to the human ear. With large lookahead in (b), \textit{MUTE} has adequate time to subsume all delays and play the anti-noise (red arrow) in time.
the black dots mark relevant events on the vertical timelines. We begin by tracing the sequence of operations step-by-step in Figure 2.5(a).

The noise signal first arrives at the headphone’s reference microphone at time \( t_1 \). This sample is conveyed via wire and reaches the DSP processor at time \( t_2 \), where \((t_2 - t_1)\) is the ADC (analog-to-digital converter) delay. The DSP processor now computes the anti-noise sample and sends it to the anti-noise speaker at \( t_3 \), which outputs it after a DAC (digital-to-analog converter) and playback delay. Ideally, the speaker should be ready to play the anti-noise at \( t_4 \) since the actual sound wave is also passing by the speaker at this time. However, meeting this deadline is difficult since the distance between the reference microphone and speaker is smaller than 1 cm. With sound traveling at 340 m/s, the available time window is \((t_4 - t_1)\), which is around 30 \( \mu \text{s} \). Since ADC, DSP processing, DAC and speaker delay can easily be 3× more than this time budget, today’s ANC systems miss the deadline. Thus, instead of \( t_4 \), the anti-noise gets played at a later time \( t_6 \), as shown by the red dashed line in Figure 2.5(a).

For low frequencies, this can still deliver partial noise cancellation, since the phases of the noise and anti-noise would be slightly misaligned. However, for higher frequencies (i.e., smaller wavelengths), the performance would degrade since the excess delay (past \( t_4 \)) would cause larger phase misalignment. This is the core struggle in today’s noise cancellation systems.

Figure 2.5(b) illustrates how \( \textit{MUTE} \) naturally relieves this time pressure. By virtue of being farther away, the reference microphone captures the noise signal earlier and forwards it over wireless (as shown by the horizontal dashed arrow at time \( t_1 \)). The lookahead is far greater now, offering adequate time to subsume the ADC, DSP, DAC, and speaker delays. Hence, \( \textit{MUTE} \) can compute the anti-noise sample and be ready to play it exactly when the actual noise arrives at the speaker at \( t_6 \). The anti-noise now coincides with
the noise, as shown by the black and red arrows in Figure 2.5(b). It should therefore be possible to cancel higher frequencies too.

To summarize, the following is a necessary condition for overcoming the timing bottleneck in ANC systems:

\[
\text{Lookahead} \geq \text{Delay at } \{\text{ADC + DSP + DAC + Speaker}\} \quad (2.3)
\]

This condition raises the natural question: **How much lookahead does MUTE provide in practice?** Let us assume that noise travels a distance \(d_r\) to reach the reference microphone at the IoT relay, and a distance \(d_e > d_r\) to reach the error microphone at the ear device. Since wireless signals travel at the speed of light, a million times faster than the speed of sound, forwarding the noise signal from the IoT relay is almost instantaneous. Hence, lookahead can be calculated as:

\[
T_{\text{lookahead}} = \frac{d_e}{v} - \frac{d_r}{v} = \frac{(d_e - d_r)}{v} \quad (2.4)
\]

where \(v\) is the speed of sound in air (\(\approx 340 \text{ m/s}\)). Translating to actual numbers, when \((d_e - d_r)\) is just 1 m, lookahead is \(\approx 3\ \text{ms}\), which is 100× larger than today’s ANC headphones. This fact implies that Alice can place the IoT relay on her office table and still benefit from wireless forwarding. Placing it on her office door, or ceiling, only increases this benefit.

### 2.3.2 Lookahead Aware ANC Algorithm

The timing benefit discussed above is a natural outcome of lookahead. However, we now (re)design the noise cancellation algorithm to explicitly exploit lookahead. Two key opportunities are of interest:

1. Recall from Equation 2.2 that the adaptive filter \(h_{AF}(t)\) depends on the inverse channel, \(h_{nr}^{-1}(t)\). Since this inverse is non-causal, the con-
struction of the anti-noise signal would require sound samples from the future (elaborated soon). Today’s systems lack future samples, hence they suffer from suboptimal cancellation. Large lookahead with \textit{MUTE} can close this gap.

2. Lookahead will help foresee macro changes in sound profiles, such as when different people are taking turns speaking. While traditional ANC incurs latency to converge to new sound profiles, \textit{MUTE} can cache appropriate filters for each profile and “load” them at profile transitions. With lookahead, profile transitions would be recognizable in advance.

We begin with the first opportunity.

(1) Adaptive Filtering with Future Samples

\textbf{Basic Filtering:} Observe that a filter is essentially a vector, the elements of which are used to multiply the arriving sound samples. Consider an averaging filter that performs the average of the three most recent sound samples – this filter can be represented as a vector \( h_F = \left[ \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \right] \). At any given time \( t \), the output of the sound passing through this filter would be:

\[
y(t) = \frac{1}{3} x(t) + \frac{1}{3} x(t-1) + \frac{1}{3} x(t-2)
\]

(which is called the convolution operation “*”). This filter is called \textit{causal} since the output sample only relies on past input samples.

\textbf{Non-Causality:} Now consider the inverse of this filter \( h_F^{-1} \). This should be another vector which convolved with \( y(t) \) should give back \( x(t) \), i.e., \( x(t) = h_F^{-1} \ast y(t) \). Filtering theory says that this inverse needs to be carefully characterized, since they are \textit{non-causal}, \textit{unstable}, or both \cite{40, 41}. With a non-causal inverse, determining \( x(t) \) would require \( y(t + k) \) for \( k > 0 \). Thus estimating \( x(t) \) in real time would be difficult; future knowledge of \( y(t) \) is necessary. The physical intuition is difficult to convey concisely; however,
one way to reason about this is that $x(t)$ originally influenced $y(t + 1)$ and $y(t + 2)$, and hence, recovering $x(t)$ would require those future values as well. In typical cases where $h_F$ is the room’s impulse response (known to have non-minimum phase property [42]), the future samples needed could be far more [40, 43].

**Adaptive Filtering:** Now, let us turn to adaptive filtering ($h_{AF}$) needed for noise cancellation. The “adaptive” component arises from estimating the filter vector at a given time, convolving this vector with the input signal, and comparing the output signal against a target signal. Depending on the error from this comparison, the filter vector is adapted so that successive errors converge to a minimum. Since this adaptive filter is non-causal (due to its dependence on the inverse filter), it would need future samples of the input signal to minimize error. With partial or no future samples (i.e., a truncated filter), the error will be proportionally higher. With this background, let us now design the LANC algorithm to fully exploit the lookahead.

**LANC Design:** Recall from Section 3.2 that the adaptive filter needed for noise cancellation is $h_{AF}(t) = -h^{-1}_{se}(t) * h_{ne}(t) * h^{-1}_{nr}(t)$. This minimizes the error:

$$e(t) = h_{ne}(t) * n(t) + h_{se}(t) * h_{AF}(t) * x(t)$$  \hspace{1cm} (2.5)

where $x(t)$ is the noise captured by the reference microphone, i.e., $x(t) = h_{nr}(t) * n(t)$. Now, to search for the optimal $h_{AF}$, we use steepest gradient descent on the squared error $e^2(t)$. Specifically, we adapt $h_{AF}$ in a direction opposite to the derivative of the squared error:

$$h^{\text{(new)}}_{AF} = h^{\text{(old)}}_{AF} - \frac{\mu \partial e^2(t)}{2 \partial h_{AF}}$$  \hspace{1cm} (2.6)

where $\mu$ is a parameter that governs the speed of gradient descent. Expanding
the above equation for each filter coefficient $h_{AF}(k)$, we have:

$$h_{AF}^{(new)}(k) = h_{AF}^{(old)}(k) - \mu e(t)h_{se}(t) * x(t-k) \quad (2.7)$$

In the above equation, $h_{se}(t)$ is known and estimated a priori, $e(t)$ is measured from the error microphone, and $x(t)$ is measured from the reference microphone.

This is where non-causality emerges. Since $h_{AF}$ is actually composed of $h_{nr}^{-1}$, the values of $k$ in Equation 2.7 can be negative ($k < 0$). Thus, $x(t-k)$ becomes $x(t+k)$, $k > 0$, implying that the updated $h_{AF}^{(new)}$ requires future samples of $x(t)$. With lookahead, our LANC algorithm is able to “peek” into the future and utilize those sound samples to update the filter coefficients. This naturally results in a more accurate anti-noise signal $\alpha(t)$, expressed as:

$$\alpha(t) = h_{AF}(t) * x(t) = \sum_{k=-N}^{L} h_{AF}(k)x(t-k) \quad (2.8)$$

Observe that the larger the lookahead, the larger the value of $N$ in the subscript of the summation, indicating a better filter inversion. Thus, with a lookahead of several milliseconds in LANC, $N$ can be large and the anti-noise signal can significantly reduce error (see pseudocode in Algorithm 1). In contrast, lookahead is tens of microseconds in today’s headphones, forcing a strict truncation of the non-causal filter, leaving a residual error after cancellation.

(2) Predictive Sound Profiling

Another opportunity with lookahead pertains to coping with more complex noise sources, such as human conversation. Consider a common case where a human is talking intermittently in the presence of background noise – Figure 2.6(a) and (b) show example spectra for speech and background noise,
Algorithm 1 LANC: Lookahead Aware Noise Cancellation

1: while True do
2: Play $\alpha(t)$ at anti-noise speaker
3: $t = t + 1$
4: Record the error $e(t)$ at error mic.
5: Record future sample $x(t + N)$ at reference mic.
6: for $k = -N$, $k \leq L$, $k + +$ do
7: $h_{AF}(k) = h_{AF}(k) - \mu e(t)h_{se}(t) \ast x(t - k)$
8: end for
9: $\alpha(t) = \sum_{k=-N}^{L} h_{AF}(k)x(t - k)$
10: end while

respectively. Now, to cancel human speech, the adaptive filter estimates the channels from the human to the ear device. However, when the speech pauses, the filter must reconverge to the channels from the background noise source. Reconvergence incurs latency since the $h_{AF}$ vector must again undergo the gradient descent process to stabilize at a new minimum. Our idea is to leverage lookahead to foresee this change in sound profile, and swap the filtering coefficients right after the speech has stopped. Hence, we expect our cancellation to not fluctuate even for alternating sound sources, like speech or music.

■ Validation: Figure 2.7 explains the problem by illustrating the convergence of a toy adaptive filter, $h_{AF}$, with 7 taps. Initially, the filter is $h_{AF}^{(1)}$, and since this vector is not accurate, the corresponding error in Figure 2.7(b) is large. The vector then gets updated to $h_{AF}^{(2)}$ based on Equation 2.7, in the direction that reduces the error. This makes $h_{AF}^{(2)}$ closer to the ideal filter and $e(t)^2$ closer to zero. The filter continues to get updated until the error becomes nearly zero – at this point, the filter is said to have converged, i.e., $h_{AF}^{(3)}$.

For persistent noise (like machine hum), the converged adaptive filter can
Figure 2.6: Acoustic spectrum in the (a) presence and (b) absence of speech. LANC recognizes the profile and pre-loads its filter coefficients for faster convergence.
Figure 2.7: Convergence process of the adaptive filter, $h_{AF}$. (a) 7-tap $h_{AF}$ filter changes from time (1) to time (3). (b) Residual error $e(t)$ converges to a minimum.

continue to efficiently cancel the noise, as shown in Figure 2.8(a). However, for intermittent speech signals with random pauses between sentences, the adaptive filter cannot maintain smooth cancellation as shown in Figure 2.8(b). Every time the speech starts, the error is large and the adaptive filter needs time to (re)converge again.

- **Predict and Switch:** With substantial lookahead, LANC gets to foresee the start and stop of speech signals. Thus, instead of adapting the filter coefficients every time, we cache the coefficient vector for the corresponding sound profiles. A sound profile is essentially a statistical signature for the sound source – a simple example is the average energy distribution across frequencies. For two profiles – say speech and background noise – LANC caches two adaptive filter vectors, $h_{AF}^{speech}$ and $h_{AF}^{background}$, respectively. Then, by analyzing the lookahead buffer in advance, LANC determines if the sound profile would change imminently. When the profile change is indeed imminent (say the starting of speech), LANC directly updates the adaptive filter with $h_{AF}^{speech}$, avoiding the overhead of reconvergence.
Figure 2.8: LANC’s convergence timeline showing adaptive filtering with (a) continuous noise, (b) speech, (c) lookahead aware profiling. LANC converges faster due to its ability to anticipate profile transitions in advance.
To generalize, LANC maintains a converged adaptive filter for each sound profile, and switches between them at the right time. So long as there is one dominant sound source at any given time, LANC cancels it quite smoothly as shown in Figure 2.8(c). Without lookahead, however, the profile-change cannot be detected in advance, resulting in periodic reconvergence and performance fluctuations.

With the LANC algorithm in place, we now turn to bringing together the overall MUTE system.

2.4 MUTE: System and Architecture

Recall that our basic system requires an IoT relay installed near the user; the relay listens to the ambience and streams the acoustic waveform over its RF interface in real time. The receiver – a hollow earphone – receives the sound signal, applies the LANC algorithm to compute the anti-noise signal, and finally plays it through the speaker. Several components have been engineered to achieve a fully functional system. In the interest of space, we discuss three of these components, namely: (1) the wireless relay hardware, (2) automatic relay selection, and (3) privacy protection. Finally, as a conclusion to this section, we envision architectural variants of MUTE – such as noise cancellation as a service – to demonstrate a greater potential of our proposal beyond what is presented in this chapter. We begin with wireless relay design.

2.4.1 Wireless Relay Design

MUTE’s RF forwarding consists of two main components: A relay that captures acoustic noise, converts it to RF and transmits on the wireless channel and a receiver that captures the wireless signals and converts them back to
acoustic signals. Our design leverages an analog architecture to eliminate delays from digitization and processing. We use frequency modulation (FM) in the 900 MHz ISM band. Figure 2.9 shows the high-level design of the relay and receiver.

![Diagram of RF relay design](image)

**Figure 2.9:** *MUTE*’s RF relay design: (a) Acoustic-to-RF relay, (b) RF-to-acoustic receiver.

**Acoustic-to-Wireless Relay:** This device consists of a (reference) microphone that captures the ambient noise signal, passes it through a low pass filter (LPF), and then amplifies it. An impedance matching circuit connects the audio signal to an RF VCO (voltage controlled oscillator). The VCO outputs a frequency modulated signal which is then mixed with a carrier frequency generated by a phase lock loop (PLL), and up-converted to the 900 MHz ISM band. The RF signal is then band pass filtered and passed to a power amplifier connected to a 900 MHz antenna. We ensure that the relay’s transmit power complies with FCC regulations in the ISM band.

Given an audio signal $m(t)$ captured at the microphone, the transmitted
signal $x(t)$ is:

$$x(t) = A_p \cos \left( 2\pi f_c t + 2\pi A_f \int_0^t m(\tau) d\tau \right) \quad (2.9)$$

where $f_c$ is the carrier frequency, $A_p$ is the gain of the RF amplifier, and $A_f$ is the combined gain of the audio amplifier and FM modulator.

**Wireless-to-Acoustic Receiver:** Figure 2.9(b) shows the architecture of the receiver. This analog receiver captures the RF signal and passes it to a low noise amplifier. The signal is then band pass filtered, down-converted to a low intermediate frequency using an RF mixer, and then low pass filtered. The received signal can then be written as:

$$y(t) = h_w(t) \ast A_p \cos \left( 2\pi f_i t + 2\pi A_f \int_0^t m(\tau) d\tau \right) + n(t) \quad (2.10)$$

where $h_w(t)$ is the wireless channel, $f_i$ is a low intermediate frequency, and $n(t)$ is the noise. The signal is then demodulated using a phase detector, loop filter, and a VCO, to extract the audio signal $m(t)$. An impedance matching circuit then connects the audio signal to an ADC (analog-to-digital converter) where it is sampled at 16 MS/s before being passed to the DSP (digital signal processor).

**Why Frequency Modulation (FM)?** The significance of FM is three-fold. First, it delivers better audio quality because noise mainly affects amplitude, leaving the frequency of the signal relatively less affected. Second, since the bandwidth used is narrow, $h_w(t)$ is flat in frequency and hence can be represented with a single tap. As a result, there is no need to estimate the wireless channel since it will not affect the audio signal $m(t)$. Finally, any carrier frequency offsets between up-conversion and down-conversion appear as a constant DC offset in the output of the FM demodulator which can easily be averaged out. This precludes the need to explicitly compensate for
carrier frequency offset (CFO).

2.4.2 Automatic Relay Selection

*MUTE* is effective only when the wireless relay is located closer to the sound source than the earphone. This holds in scenarios such as Figure 2.1 – the relay on Alice’s door is indeed closer to the noisy corridor. However, if the sound arrives from an opposite direction (say from a window), the relay will sense the sound after the earphone. Even though the relay forwards this sound, the earphone *should not* use it since the lookahead is negative now (i.e., the wirelessly-forwarded sound is lagging behind). Clearly, *MUTE* must discriminate between positive and negative lookahead, and in case of the latter, perhaps nudge the user to reposition the relay in the rough direction of the sound source.

- **How to determine positive lookahead:** *MUTE* uses the GCC-PHAT cross-correlation technique [44]. The DSP processor periodically correlates the wirelessly-forwarded sound against the signal from its error microphone. The time of correlation-spike tells whether the lookahead is positive or negative. When positive, the LANC algorithm is invoked. Correlation is performed periodically to handle the possibility that the sound source has moved to another location.

- **Multiple relays:** Observe that a user could place multiple relays around her to avoid manually repositioning the relay in the direction of the noise source. The correlation technique would still apply seamlessly in such a scenario. The relay whose correlation spike is most shifted in time is the one *MUTE* would pick. This relay would offer the maximum lookahead, hence the best cancellation advantage.
2.4.3 Architectural Variants

The basic architecture thus far is a wireless IoT relay (closer to the sound source) communicating to an ear-device around the human ear. We briefly sketch a few variants of this architecture aimed at different trade-offs and applications.

1. **Personal Tabletop:** MUTE removes the reference microphone from the headphone, which in turn eliminates the noise-absorbing material. As mentioned earlier, this makes the ear-device light and hollow. Following this line of reasoning, one could ask what else could be stripped off from the ear-device. We observe that even the DSP can be extracted and inserted into the IoT relay. In other words, the IoT relay could compute the anti-noise and wirelessly transmit to the ear-device; the ear-device could play it through the anti-noise speaker, and transmit back the error signal from its error microphone. Observe that the IoT relay can even become a portable tabletop device, with the ear-device as a simple “client”. The user can now carry her personal MUTE tabletop relay (Figure 2.10(a)), eliminating dependencies on door or wall mounted infrastructure.

2. **Public Edge Service:** Another organization is to move the DSP to a backend server, and connect multiple IoT relays to it, enabling a MUTE public service (Figure 2.10(b)). The DSP processor can compute the anti-noise for each user and send it over RF. If computation becomes the bottleneck with multiple users, perhaps the server could be upgraded with multiple-DSP cores. The broader vision is an edge cloud [45] that offers acoustic services to places like call centers.

3. **Smart Noise:** A third architecture could be to attach IoT relays to noise sources themselves (and eliminate the relays on doors or ceilings). Thus, heavy machines in construction sites, public loudspeakers,
or lawn mowers, could broadcast their own sound over RF. Those disturbed by these noises can wear the MUTE ear-device, including the DSP. Given the maximal lookahead, high quality cancellation should be feasible.

We conclude by observing that the above ideas may be viewed as a “dis-aggregation” of conventional headphones, enabling new future-facing possibilities. This chapter is an early step in that direction.

2.4.4 Privacy Awareness

Two relevant questions emerge around privacy:

- **Will the IoT relay record ambient sounds and conversations?**
  We emphasize that the relays are analog and not designed to even hold the acoustic samples. The microphone’s output is directly applied to modulate the 900 MHz carrier signal with no recording whatsoever. In this sense, MUTE is different from Amazon Echo, Google Home, and wireless cameras that must record digital samples for processing.

- **Will the wirelessly forwarded sound reach certain areas where it would not have been audible otherwise?** This may be a valid concern for some scenarios, e.g., a person outside a coffee shop may be able to “hear” inside conversations. However, with power control, beamforming, and sound scrambling, the problem can be alleviated. We leave a deeper treatment of this problem to future work. On the other hand, this may not be a problem in other scenarios. For instance, with personal tabletop devices, the wireless range can be around the user’s table, resulting in almost no leakage. For smart noise, the noise need not be protected at all, while for call-center-like settings, acoustic privacy is relatively less serious.
Figure 2.10: Architectural variants: (a) Personal tabletop device includes DSP and reference microphone; sends anti-noise signal to ear-device, which responds with error signal. (b) Noise cancellation as an edge service: the DSP server is connected to IoT relays on the ceiling and computes the anti-noise for all users. (c) Smart noise, where noise sources attach a IoT relay while users with MUTE ear-devices benefit.
2.5 Evaluation

We begin with some details on experimental setup and comparison schemes, followed by performance results.

2.5.1 Experimental Setup

*MUTE*'s core algorithms are implemented on the Texas Instrument’s TMS320C6713 DSP board [46], equipped with the TLV320AIC23 codec. The microphones are SparkFun’s MEMS Microphone ADMP401 and the anti-noise speaker is the AmazonBasics computer speaker. Ambient noise is played from an Xtrememac IPU-TRX-11 speaker. All microphones and speakers are cheap off-the-shelf equipment. For performance comparison, we purchased Bose’s latest ANC headphone, the QC35 [30] (pictured in Figure 2.11).

For experimentation, we insert a separate “measurement microphone” at the ear-drum location of a 3D head model (Figure 2.2(b)) – this serves as the approximation of what the human would hear. We play various sounds from the ambient speaker and measure the power level at this microphone. We then compare the following schemes:

- **MUTE_Hollow**: Our error microphone is pasted outside the ear while the anti-noise speaker and DSP board are placed next to it, as shown in Figure 2.2(b).

- **Bose_Active**: We place the Bose headphone on the 3D head model and measure cancellation, first with ANC turned OFF, and then with ANC turned ON. Subtracting the former from the latter, we get Bose’s active noise cancellation performance.

- **Bose_Overall**: We turn on ANC for Bose and measure the net cancellation, i.e., the combination of its ANC and passive noise-absorbing material.
Figure 2.11: MUTE+Passive: (a) Bose headphone on the 3D head model, with DSP output connected to the headset. (b) The measurement microphone inside the ear, and the reference microphone nearby.
Finally, we recruit human volunteers to compare Bose and MUTE. In the absence of a compact form factor for MUTE, we utilize Bose’s headphone. Specifically, we feed the output of our DSP board into the AUX input of the Bose headphone (with its ANC turned OFF), meaning that our LANC algorithm is executed through Bose’s headphone (instead of its native ANC module). Of course, the passive sound absorbing material now benefits both Bose and MUTE, hence we call our system MUTE+Passive (see Figure 2.11). We report cancellation results for various sounds, including machines, human speech, and music.

2.5.2 Performance Results

Our experiment aims to establish the following:

1. Comparison of overall noise cancellation for MUTE_Hollow, Bose_Active, Bose_Overall, and MUTE+Passive.

2. Performance comparison for various sound types.

3. Human experience for Bose_Overall and MUTE+Passive.

4. Impact of lookahead length on MUTE_Hollow.

5. Accuracy of relay selection for MUTE_Hollow.

■ Overall Noise Cancellation

Figure 2.12 reports comparative results when wide-band white noise (which is most unpredictable of all noises) is played from the ambient speaker. The noise level is maintained at 67 dB at the measurement microphone. Four main points are evident from the graph. (1) Bose_Active is effective only at lower frequency bands, implying that Bose must rely on passive materials
to cancel sounds from 1 kHz to 4 kHz. (2) The ear-blocking passive material is effective at higher frequencies, giving Bose_Overall a −15 dB average cancellation. (3) MUTE_Hollow is almost comparable to Bose_Overall even without passive materials, indicating that our LANC algorithm performs well (Bose_Overall is just 0.9 dB better on average). (4) When MUTE+Passive gains the advantage of passive materials, the cancellation is 8.9 dB better than Bose_Overall, on average.

Figure 2.12: MUTE and Bose’s overall performance.

In summary, MUTE offers two options in the cancellation versus comfort tradeoff. A user who values comfort (perhaps for long continuous use) can prefer lightweight, open-ear MUTE devices at a 0.9 dB cost compared to Bose, while one who cares more about noise suppression can experience 8.9 dB improvement over Bose.

We briefly discuss two technical details here: (1) MUTE’s cancellation is capped at 4 kHz due to limited processing speed of the TMS320C6713 DSP. It can sample at most 8 kHz to finish the computation within one sampling interval. A faster DSP will ease the problem. (2) The diminishing cancellation at very low frequencies (< 100 Hz) is due to the weak response of our
cheap microphone and anti-noise speaker – Figure 2.13 plots the combined frequency response.

Figure 2.13: The combined frequency response of our anti-noise speaker and the microphone.

■ Varying Ambient Sounds (Speech, Music)

Figure 2.14 shows MUTE’s cancellation performance across 4 different types of real-world noises with different spectral characteristics: male voice, female voice, construction sound, and music. The results are a comparison between MUTE_Hollow and Bose_Overall. Our lookahead-aware ANC algorithm achieves mean cancellation within 0.9 dB to Bose’s native ANC combined with its carefully perfected passive sound-absorbing materials [30].

■ Human Experience

We invited 5 volunteers to rate MUTE+Passive’s performance relative to Bose_Overall. Recall that for MUTE+Passive, we use the Bose headset with ANC turned OFF. Now, since we have only one DSP board, we were able to run MUTE+Passive only on the right ear – for the left ear, we use both an earplug and the headset (with ANC turned OFF). For Bose_Overall, we
Figure 2.14: Comparison between MUTE_Hollow and Bose_Overall, measured for 4 types of ambient sounds.
turned ON native ANC on both ears. In this setup, we played various human voices and music through the ambient speaker. Since fine grained (per-frequency) comparison is difficult for humans, we requested an overall rating between 1 and 5 stars. We did not tell the volunteers when MUTE or Bose was being used for cancellation.

Figure 2.15: User feedback of music and voice noise.

Figure 2.15 shows the comparison for music and human voice. Every volunteer consistently rated MUTE above Bose. Their subjective opinions were also strongly positive. However, almost all of them also said that “Bose was superb at canceling hums in the environment”, and MUTE did not perform as well. One reason is the weak response of the speaker and microphone at low frequencies, as mentioned before. Upon analyzing, we also realized that the background hums are from various sources. With Bose’s microphone array, they are equipped to handle such scenarios, while our current system is aimed at a single noise source (the ambient speaker). We have left multi-source noise cancellation to future work, as discussed later in Section 3.5.
Impact of Shorter Lookahead

Lookahead reduces when the wireless relay gets closer to the user, or when the location of the noise source changes such that the time-difference between direct path and wireless-relay path grows smaller. For accurate comparison across different lookaheads, we need to ensure that the physical environment (i.e., multipath channel) remains identical. Therefore, instead of physically moving the noise source or the wireless relay (to vary lookahead time), we fix their positions, but deliberately inject delays into the reference signal within the DSP processor (using a delayed line buffer).

Figure 2.16 plots the results for MUTE_Hollow. The lookahead times are expressed relative to the “Lower Bound” from Equation 2.3 (recall that lookahead must be greater than ADC + DSP processing + DAC + speaker delay, as explained in Section 2.3.1). Evidently, as the lookahead increases, the performance improves due to better inverse filtering.

Figure 2.16: As lookahead becomes smaller, the system performance degrades.
Profiling and Cancellation

To highlight the efficacy of sound profiling and filter switching, we run a separate experiment where wide-band background noise is constantly being played from one ambient speaker, while mixed human voice (with pauses) is being played from another speaker. We compare the residual error of MUTE’s filter selection mechanism with that of using only one adaptive filter. Figure 2.17 shows the cancellation gain in MUTE_Hollow with profiling and switching turned ON. Evidently, the cancellation improves by 3 dB on average. We could not compare with Bose in this case since Bose uses at least 6 microphones to cope with scattered noise sources. Upgrading MUTE with that many microphones is bound to offer substantial advantage.

![Figure 2.17: Lookahead enabled filter switching provides additional gain for intermittent noise cancellation.](image)

Wireless Relay Selection

Does the correlation technique to identify (maximum) positive lookahead work in real environments? Figure 2.18 shows two typical examples of GCC-PHAT based cross-correlation between the forwarded sound waveform and the directly-received sound. Observe that one case is positive lookahead while the other is negative. MUTE was able to correctly determine these cases in every instance.
Figure 2.18: *MUTE* client chooses the relay with largest positive lookahead (i.e., earliest correlation).

Now consider multiple relays and different locations of the noise source. Figure 2.19 shows *MUTE*’s ability to correctly pick the wireless relay depending on the ambient speaker location in the room. We place the *MUTE* client at the center of the room, and three wireless relays around the edges and corners. We observe that when the ambient speaker is near the $i$-th relay, *MUTE* selects that relay consistently. We also observe that when the noise source is closer to the *MUTE* client location, no relay is selected because all of them offer negative lookahead.

Figure 2.19: *MUTE* client associates with appropriate RF relays, depending on the location of the noise source.
2.6 Current Limitations

Needless to say, there is room for further work and improvement. We discuss a few points here.

- **Multiple Noise Sources:** Our experiments were performed in natural indoor environments, with a dominant noise source (such as a human talking on the phone, or music from an audio speaker). With multiple noise sources, the problem is involved, requiring either multiple microphones (one for each noise channel), or source separation algorithms that depend on statistical independence among sources. Today’s ANC headphones utilize at least 6 microphones and source separation algorithms to mitigate such issues. We believe the benefits of looking ahead into future samples will be valuable for multiple sources as well – a topic we leave to future work.

- **Cancellation at the Human Ear:** We have aimed at achieving noise cancellation at the measurement microphone, under the assumption that the ear-drum is also located close to the error microphone. Bose, Sony, and other companies take a step further, i.e., they utilize anatomical ear models (e.g., KEMAR head [47]) and design for cancellation at the human ear-drum. Thus, Bose’s performance may have been sub-optimal in our experiments. However, even without ear-model optimizations, our human experiments have returned positive feedback. Of course, a more accurate comparison with Bose would require MUTÉ to also adopt human ear-models, and then test with large number of human subjects. We have left this to future work. Finally, companies like Nura [12] are leveraging in-ear acoustic signals to build personalized ear models. Embracing such models is likely to benefit both MUTÉ and Bose.
• **Head Mobility:** We have side-stepped human head mobility, since our error microphone is static around the head model. Of course, head mobility will cause faster channel fluctuations, slowing down convergence. While this affects all ANC realizations (including Bose and Sony headphones), the issue has been alleviated by bringing enhanced filtering methods known to converge faster. We plan to also apply such mobility-aware LMS techniques in our future versions of *MUTE*.

• **Portability:** While Bose and Sony headphones are easily portable, *MUTE* requires the user to be around the IoT relay. While this may serve most static use cases (e.g., working at office, snoozing at the airport, sleeping at home, working out in the gym, etc.), headphones may be advantageous in completely mobile scenarios, like running on the road.

• **RF Interference and Channel Contention:** Our system will occupy the RF channel once the IoT relay starts streaming. However, it only occupies 8 kHz bandwidth, far smaller than the 26 MHz channel in the 900 MHz ISM band. Further, covering an area requires few relays (three for any horizontal noise source direction, and four for any 3D direction), hence, the total bandwidth occupied remains a small fraction. Even with multiple co-located users, channel contention can be addressed by carrier-sensing and channel allocation.

### 2.7 Related Work

The literature in acoustics and active noise control is extremely rich, with connections to various sub-fields of engineering [48, 39, 49, 50, 51, 52, 53, 54, 55, 56]. In the interest of space, we focus on two directions closest to *MUTE*: wireless ANC, and ANC with lookahead.
• **Wireless ANC:** An RF control plane has been proposed in the context of multi-processor ANC, mainly to cope with various sound sources in large spaces [57, 58, 59, 60, 61, 62]. In this body of work, distributed DSP processors communicate between themselves over wired/wireless links to achieve real-time, distributed, noise cancellation. The notion of “piggybacking” sound over RF, to exploit the propagation delay difference, is not a focus in these systems. Moreover, most of the mentioned systems are via simulations [57, 60, 61, 62].

• **ANC with Lookahead:** Certain car models [63, 64, 65] and airplanes [66, 67] implement ANC inside their cabins – reference microphones are placed near the engine and connected via wires to the DSP devices. While this offers promising lookahead, observe that the problems of inverse-channel estimation are almost absent, since the noise source positions are known, the noise signal is well structured, and the acoustic channel is stable. Moreover, these systems have no notion of at-ear feedback (from headphone microphones), since they are canceling broadly around the passenger’s head locations. This is the reason why cancellation is feasible only at very low frequencies (< 100 Hz in Honda vehicles [64]). In contrast, **MUTE** introduces *wireless forwarding*, embeds lookahead-awareness in the ANC pipeline, and integrates a personal architecture for 4 kHz cancellation. Said differently, the intersection of “personal” ANC and “wireless” lookahead is both technically and architecturally new, to the best of our knowledge.

The idea of sound forwarding over RF has been applied to very different contexts, such as acoustic communication across sound-proof boundaries [68], wireless acoustic MIMO and beamforming [69], and even walkie-talkies and wireless microphones [70, 71]. However, sound forwarding has not been applied to noise cancellation. Finally, we should
mention that some systems have leveraged the propagation delay difference between RF and sound, albeit for other applications. *Cricket* [1], *AHLoS* [2], and *Dolphin* [3] have all used the time-of-arrival (ToA) difference between RF and sound for ranging and localization. Wang et al. [4] use RF signals as a tool to avoid acoustic collision in wireless sensor networks. Overall, this is similar to how earthquake and tsunami sensors [5, 6] work, by utilizing the fact that wireless signals travel much faster than ocean waves and tectonic vibrations.

### 2.8 Conclusion

This chapter exploits the velocity gap between RF and sound to improve active noise cancellation. By anticipating the sound milliseconds in advance, our proposed system is able to compute the anti-noise signal in time, better estimate sound channels, and ultimately attain wider-band cancellation. In addition, the core idea opens a number of architectural possibilities at the intersection of wireless networks and acoustic sensing. This chapter is a first step in these directions.
CHAPTER 3

VOLOC: SOURCE LOCALIZATION FROM VOICE SIGNALS

Voice assistants such as Amazon Alexa and Google Home use microphone arrays to estimate the angle of arrival (AoA) of the human voice. This chapter focuses on adding user localization as a new capability to voice assistants. For any voice command, we desire Alexa to be able to localize the user inside the home. The core challenge is two-fold: (1) accurately estimating the AoAs of multipath echoes without knowledge of the source signal, and (2) tracing back these AoAs to reverse triangulate the user’s location.

We develop VoLoc, a system that proposes an iterative align-and-cancel algorithm for improved AoA estimation, followed by an error-minimization technique to estimate the geometry of a wall reflection. The AoAs and geometric parameters are then fused to reveal the user’s location. Under modest assumptions, we report localization accuracy of 0.44 m across different rooms, clutter, and microphone locations. VoLoc runs in near real-time but needs to hear around 15 voice commands before becoming operational.

3.1 Introduction

Voice assistants such as Amazon Echo and Google Home continue to gain popularity with new “skills” being continuously added to them. A skill coming to Alexa is the ability to infer emotion and age from the user’s voice commands [72, 73, 74]. More of such skills are expected to roll out, aimed at improving the contextual background of the human’s voice command. For
instance, knowing a user’s age may help in retrieving information from the web and personalizing human-machine conversations.

Towards enriching multiple dimensions of context-awareness, companies like Amazon, Google, and Samsung are also pursuing the problem of user localization [20, 21, 22, 23]. Location adds valuable context to the user’s commands, allowing Alexa to resolve ambiguities. For instance, knowing the user’s location could help in determining which light the user is referring to, when she says “turn on the light” (naming every IoT device, and precisely remembering their names, is quickly becoming a memory overload for the users [24, 25]). More broadly, location could aid speech recognition by narrowing down the set of possible commands [26, 27, 28]. For example, Google is working on “generating kitchen-specific speech recognition models”, when its voice assistant detects “utterances made in or near kitchens” from the user [75].

These and other uses of location will emerge over time, and the corresponding privacy implications will also need attention. In this chapter, however, we focus on exploring the technical viability of the problem. To this end, let us begin by intuitively understanding the general problem space, followed by the underlying challenges and opportunities.

The central question in voice-source localization is that an unknown source signal must be localized from a single (and small) microphone array. Relaxing either one of the requirements brings up rich bodies of past work [76, 77, 78, 79, 80, 81, 82]. For instance, a known source signal can be localized through channel estimation and fingerprinting [83, 79, 84, 82], while scattered microphone arrays permit triangulation [78, 77, 80, 85]. However, VoLoc’s aim to localize arbitrary sound signals with a single device essentially inherits the worst of both worlds.
In surveying the space of solutions, we observe the following: (1) Signal strength based approaches that estimate some form of distance are fragile due to indoor multipath. Amplitude variations across microphones are also small due to the small size of Alexa. (2) Machine learning approaches to jointly infer the in-room reflections and per-user voice models seem extremely difficult, even if possible. Moreover, such training would impose a prohibitive burden on the users, making it unusable. (3) Perhaps a more viable idea is to leverage the rich body of work in angle of arrival (AoA). Briefly, AoA is the angular direction from which a signal arrives at a receiver. Voice assistants today already estimate the direct path’s AoA and beamform towards the user [86, 87, 88, 89]. So one possibility is to detect additional AoAs for the multipath echoes and trace back the AoA directions to their point of intersection (via reverse triangulation).

Unfortunately, extracting AoAs for individual echoes, especially indoors, is difficult even in today’s state-of-the-art algorithms [90, 91]. Even the direct path AoA is often erroneous/biased in today’s systems, and small AoA offsets magnify localization error. Finally, tracing back the AoAs requires knowledge of reflectors in the room, a somewhat impractical proposition.

While the problem is non-trivial, application-specific opportunities exist:

- Perhaps not all AoAs are necessary; even two AoAs may suffice for reverse triangulation, so long as these AoAs are estimated with high accuracy. Of course, the reflector for the second AoA is still necessary.

- To connect to power outlets, Alexa is typically near a wall. If the AoA from the wall can be reliably discriminated from other echoes, and the wall’s distance and orientation estimated from voice signals, then reverse triangulation may be feasible.

- Finally, the user’s height can serve as an invariant, constraining the 3D
location search space.

All in all, these opportunities may give us adequate ammunition to approach the problem. Thus, the core algorithmic questions boil down to accurate AoA detection and joint wall geometry estimation. These two modules form the technical crux of VoLoc – we discuss our core intuitions next.

- **Accurate AoAs:** Accurate AoA estimation is difficult in multipath settings because each AoA needs to be extracted from a mixture of AoAs, caused by echoes. Existing algorithms try to align (beamform) towards different directions to find energy maxima, but do not perform well because all the echoes are strongly correlated (elaborated in Section 3.2). We aim to break away from this approach, and our central idea is rooted in leveraging (1) slow velocity, and (2) pauses (or short silences) in acoustic signals. A voice command, for example, is preceded by silence. The ends of these silences are unique opportunities to observe the cascade of arriving signals, starting with the clean direct path first, followed by the first echo, second echo, and so on. This means that the direct path signal is essentially clean for a short time window, presenting an opportunity to accurately derive its AoA. Since the first echo is a delayed version of the direct path, this echo can be modeled and cancelled with appropriate alignment. This process can continue iteratively, and in principle, all AoAs and delays can be jointly extracted.

In practice, hardware noise becomes the limiting factor, hence cancellation errors accrue over time. Thus, VoLoc extracts accurate AoAs and delays for only the initial echoes and utilizes them for source localization.

- **Wall Geometry Estimation:** Inferring location from AoA requires geometric knowledge of signal reflectors. The opportunity arises from the fact that the wall near Alexa serves as a stable echo, i.e., it is always present. If the wall’s distance and orientation can be estimated with respect to Alexa,
then the echo’s AoA and delay become a function of user location. This also helps in discriminating the wall echo from other echoes, say from objects on the table around Alexa. The algorithmic challenge lies in estimating the wall’s \( \langle \text{distance, orientation} \rangle \) tuple from the same voice signals.

We address this problem by gathering signals from recent voice commands and asking the following question: *At what distance \( d \) and orientation \( \theta \) must a reflector be, such that its echo arrives early and is frequently present in voice command signals?* We formulate this as an optimization problem with the error function modeled in terms of \( \langle d, \theta \rangle \). This error is summed across multiple recent voice commands, and the minimum error yields the \( \langle d, \theta \rangle \) estimates. We over-determine the system by fusing AoA, \( \langle d, \theta \rangle \), and user height \( h \),\(^1\) and converge to the user’s indoor 2D location.

We implement *VoLoc* on an off-the-shelf hardware platform composed of a 6-microphone array, positioned in a circular shape like Amazon Echo (Figure 3.1). This was necessary to gain access to raw acoustic signals (commercially available Echo or Google platforms do not export the raw data). Our microphone array forwards the signal to a Raspberry Pi, which performs basic signal processing and outputs the data into a flash card, transmitted to our laptop over a WiFi direct interface. Experiment results span across AoA and location estimations in various environments, including student apartments, house kitchen, conference rooms, etc.

Our results reveal median localization accuracy of 0.44 m across a wide range of environments, including objects scattered around the microphone. In achieving this accuracy, the detected AoAs consistently outperform GCC-PHAT and MUSIC algorithms. *VoLoc* also estimates wall geometry (distance and orientation) with average accuracies of 1.2 cm and 1.4°, respectively. The results are robust across rooms, users, and microphone positions.

\(^1\)We assume the heights are known for each family member.
In sum, we summarize the chapter’s contributions as follows:

- A novel iterative align-and-cancel algorithm that jointly extracts initial AoAs and delays from sound pauses. The technique is generalizable to other applications.

- An error minimization formulation that jointly estimates the geometry of a nearby reflector using only the recent voice signals.

- A computationally efficient fusion of AoA, wall-reflection, and height to infer indoor 2D human locations.

We expand on each of these contributions next, starting with background on AoA.
3.2 Background and Formulation

This section presents relevant background for this chapter, centered around array processing, angle of arrival (AoA), and triangulation. The background will lead into the technical problems and assumptions in VoLoc.

3.2.1 Array Processing and AoA

Figure 3.2 shows a simple 3-element linear microphone array with $d$ distance separation. Assuming no multipath, the source signal $s(t)$ will arrive at each microphone as $x_1(t)$, $x_2(t)$ and $x_3(t)$, after traveling a distance of $D_1$, $D_2$ and $D_3$, respectively. Usually $\{D_1, D_2, D_3\} \gg d$, hence these sound waves arrive almost in parallel (known as the far field scenario). From geometry, if the signal's incoming angle is $\theta$, then the signal wave needs to travel an extra distance of $\Delta d = d \cos(\theta)$ to arrive at microphone $M_2$ compared to $M_1$, and an extra $2\Delta d$ at $M_3$ compared to $M_1$.

When the additional travel distance is converted to phase, the phase difference between $x_2(t)$ and $x_1(t)$ is $\Delta \phi = 2\pi d \cos(\theta)/\lambda$, and between $x_3(t)$ and $x_1(t)$ is $2\Delta \phi$. On the other hand, the amplitudes of $x_1(t)$, $x_2(t)$ and $x_3(t)$ will be almost the same, due to very minute differences among $D_1$, $D_2$ and $D_3$.\(^2\) Thus, in general, the received signal vector can be represented as:

\[
\begin{bmatrix}
  x_1 \\
  x_2 \\
  \vdots \\
  x_n
\end{bmatrix} = \begin{bmatrix}
  x_1 \\
  x_1 e^{j\Delta \phi} \\
  \vdots \\
  x_1 e^{j(n-1)\Delta \phi}
\end{bmatrix} = \begin{bmatrix}
  e^{j0} \\
  e^{j\Delta \phi} \\
  \vdots \\
  e^{j(n-1)\Delta \phi}
\end{bmatrix} x_1
\]

\(^2\)Sound amplitude attenuates with $1/r$ where $r$ is traveled distance. For two paths of $r$ and $r+\Delta d$, the relative amplitude difference is $[1/r - 1/(r + \Delta d)]/(1/r) \approx \Delta d/r$. If $\Delta d = 2$ cm and $r = 2$ m, there would be a 1% amplitude difference.

■ AoA Estimation without Multipath: In reality, we do not know the signal’s incoming angle $\theta$, hence we perform AoA estimation. One solu-
tion is to consider every possible $\theta$, compute the corresponding $\Delta \phi$, apply the appropriate negative phase shifts to each microphone, and add them up to see the signal energy. The correct $\theta$ should present a maximum energy because the signals will be perfectly aligned, while others would be relatively weak. This AoA technique essentially has the effect of steering the array towards different directions of arrival, computing an AoA energy spectrum, and searching for the maximum peak. For a single sound source under no multipath, this reports the correct AoA direction.

**Impact of Multipath Echoes:** Now consider the source signal $s(t)$ reflecting on different surfaces and arriving at different delays from different directions. Each arriving direction is from a value of $\theta_i$, translating to a corresponding phase difference $\Delta \phi_i$. Thus the received signal at each microphone (with respect to microphone $M_1$) is a sum of the same source signal,
delayed by different phases. With \( k \) echoes, we can represent the received signal as:

\[
\begin{bmatrix}
  x_1 \\
  x_2 \\
  \vdots \\
  x_n
\end{bmatrix} =
\begin{bmatrix}
e^{j\phi_0} & e^{j\phi_0} & e^{j\phi_0} \\
e^{j\Delta\phi_1} & e^{j\Delta\phi_2} & \ldots & e^{j\Delta\phi_k} \\
\vdots & \vdots & \ddots & \vdots \\
e^{j(n-1)\Delta\phi_1} & e^{j(n-1)\Delta\phi_2} & \ldots & e^{j(n-1)\Delta\phi_k}
\end{bmatrix}
\begin{bmatrix}
s_1 \\
s_2 \\
\vdots \\
s_k
\end{bmatrix}
\]

**Estimating AoA under Multipath:** The earlier AoA technique (of searching and aligning across all possible \( \theta_i \)) is no longer accurate since phase compensation for an incorrect \( \theta_i \) may also exhibit strong energy in the AoA spectrum (due to many strongly correlated paths). Said differently, searching on \( \theta_i \) is fundamentally a cross-correlation technique that degrades with lower SNR. Since any path’s SNR reduces with increasing echoes, AoA estimation is unreliable.

While many AoA-variants have been proposed [92, 93, 94, 44, 95, 96, 97, 91, 98, 99, 100], most still rely on cross-correlation. The most popular is perhaps GCC-PHAT [94, 44, 95, 101, 96] which compensates for the amplitude variations across different frequencies by whitening the signal. The improvement is distinct but does not solve the root problem of inaccurate alignment. Subspace based algorithms (like MUSIC and ESPRIT [97, 98, 102, 99, 100]) are also used, but they rely on the assumption that signal paths are uncorrelated. Multipath echoes exhibit strong correlation, so AoA estimation remains a difficult problem.

### 3.2.2 Reverse Triangulation

Even if AoAs are estimated correctly, localization would require knowledge of reflectors in the environment to reverse triangulate (Figure 3.3). While some past work has scanned the environment with depth cameras to create 3D
room models [103], this approach is largely impractical for real-world users.

Figure 3.3: Reverse triangulation requires location of all reflector surfaces, making it impractical.

In principle, however, not all echoes are necessary for tracing back to the source. The direct path’s AoA and one other AoA would be adequate: say, AoA(1) and AoA(2) in Figure 3.3. Of course, the location and orientation of AoA(2)’s reflector still needs to be inferred. The authors of [76, 83] have attempted a related problem. They attempt to infer the shape of an empty room; however, they use precisely designed wideband signals, scattered microphone arrays, and essentially solve compute-intensive inverse problems [76, 83]. VoLoc takes on the simpler task of estimating one reflector position, but under the more challenging constraint of unknown voice signals and near real-time deadlines (a few seconds$^3$).

$^3$The time granularity of a human voice command.
3.2.3 Problem Statement and Assumptions

With this background, the problem in this chapter can be stated as follows. Using a 6-microphone array, without any knowledge of the source signal, and under the assumptions

- Alexa located near a wall to connect to a power outlet
- User’s height known

VoLoc needs to

- Precisely estimate AoA for two signal paths in multipath-rich environments.
- Estimate the distance and orientation of at least one reflector, and identify the corresponding AoA for reverse triangulation.
- Fuse the AoAs, reflector, and height to geometrically infer the user’s indoor location.

The solution needs to be performed without any voice training, must complete in the order of seconds, and must handle clutter (such as various objects scattered on the same table as Alexa).

3.3 System Architecture

Figure 3.4 illustrates VoLoc’s overall architecture. When the user speaks a voice command, the IAC (Iterative Align-and-Cancel) AoA module takes the raw acoustic samples, identifies the “pause” moment, and extracts a few initial AoAs from the following signal. To translate AoAs into location, the Fusion module takes two initial AoAs and fuses them with three parameters: the distance and orientation \( \langle d, \theta \rangle \) of the nearby wall reflector, and the user’s height, \( h \). Together, the AoA and geometric information over-determine the
user’s 2D location for robustness to errors. The two parameters are separately estimated by the Joint Geometric Parameter Estimation module, by using the ensemble of IAC-estimated AoAs from recently received voice commands. This is a one-time estimation during initialization, meaning VoLoc is operational within the first $n = 15$ voice commands.

![Figure 3.4: VoLoc system overview. When a user speaks a voice command, IAC AoA computes two initial AoAs. The direct path’s AoA, when combined with height of the user, is ready to produce a basic 2D user location. To improve the estimate, the Fusion module fuses the two AoAs, the closest wall reflector, and the height information together to geometrically refine the location. The Joint Parameter Estimation module aims at computing the wall’s relative distance and orientation by analyzing recent voice commands from the user.](image)

We begin this section by describing our IAC (Iterative Align-and-Cancel) AoA algorithm, a general AoA technique that also applies to other applications.

### 3.3.1 IAC (Iterative Align-and-Cancel) AoA

The goal of the IAC AoA algorithm is to extract both angles of arrival and corresponding delays of a few early paths in the multipath environment. This
is very different from existing AoA algorithms which perform only *alignment* to find AoAs; we perform both *alignment and cancellation*, starting with a clean signal at the initial pause moment.

■ A Glance at the Initial Moment

Figure 3.5 zooms into the scenario when the voice signal is beginning to arrive at the microphones. The user starts to speak a sequence of voice samples, denoted as $x(t) = “ABCDE...”$. The signal travels along the direct (red) path, and arrives at the microphone array as early as time $t_1$. Note that due to the microphone arrangement in the array, mic #1, #2, ··· hear the first sample “A” at slightly different times: $t^{(1)}_1, t^{(2)}_1, ···$. These slight differences capture the AoA of the direct path.

With ensuing time, the same voice signal also arrives along the second (blue) path, known as the first echo. Since this second (blue) path is longer, the signal arrives at the microphone array at a later time, $t_2$, denoted as “abcdefg...”. As a result, between $t_1$ and $t_2$, all the microphones hear clean, unpolluted direct path signal (tens of samples). Similarly, if $t_3$ is the time the third path arrives, then for $t \in [t_2, t_3]$, the microphones receive the signal from only the first two paths.

■ Detecting AoA$_1$ for the Direct Path

Recall that signals in time window $t \in [t_1, t_2]$ contain only the direct path signal, and its angle of arrival (denoted as AoA$_1$) is captured in the slight time offset across microphones: $t^{(1)}_1, t^{(2)}_1, ···$. To infer AoA$_1$, we first detect $t_1$ from the rise of signal energy, and select a small time window $[t_1, t_1 + \Delta]$ of signals after that. Then, we ask the following question: Given this window of data, among all possible AoAs, which AoA$_1$ best aligns with the actual time offsets across the three microphones?
Figure 3.5: In a multipath environment, the voice signal travels along different paths and arrives at the microphone at different times.
We solve this problem by performing a one-step “align-and-cancel”. Figure 3.6(a) shows the key idea. Assume we have found the correct $\text{AoA}_1$; then, for any given pair of microphones, we can align their signals based on this AoA, in order to “reverse” the offset effect. This alignment is done by simply applying a cross-delay, i.e., delaying microphone $i$’s signal with $j$’s delay, and $j$’s signal with $i$’s delay.$^4$ The aligned signals are now subtracted, meaning they fully cancel each other with zero cancellation error. Any cancellation residue quantifies the error in the alignment, which further indicates the error in AoA estimation. After searching across all possible AoAs, we choose the one which minimizes the sum of cancellation errors across all microphone pairs.

- **Detecting $\text{AoA}_2$ for the Second Path**

Once we have found the right $\text{AoA}_1$, the align-and-cancel operation should maintain low error over time, until when the second path arrives at time $t_2$. Thus, once we observe growing error, it is time to estimate the second path’s angle of arrival, $\text{AoA}_2$.

For this, we will again perform align-and-cancel for both $\text{AoA}_1$ and $\text{AoA}_2$, as shown in Figure 3.6(b). However, since the microphones are now receiving a mixture of two paths, we can align only one path at a time, meaning only one path gets canceled. In other words, after aligning the $\text{AoA}_1$ path and canceling the signals, the residue will be the difference between the “unaligned” second paths, and the vice versa. The middle column in Figure 3.6(b) shows both the alignments.

Fortunately, as shown in the third column of Figure 3.6(b), the two cancellation residues are identical, except for a scaling factor caused by the

$^4$It’s easy to understand this by imagining the microphones’ delays as two numbers $x$ and $y$. To align them, we just need to add $x$ to $y$ and $y$ to $x$, making both microphone’s delays ($x + y$).
(a) Solving $AoA_1$ for the first path. After aligning with the correct AoA, the aligned signals will cancel each other.

(b) Solving $AoA_2$ for the second path. The residual signals after “align and cancel” can further cancel each other by aligning the relative shift and scale.

Figure 3.6: The idea of iterative delay-and-cancellation (IAC) algorithm, shown for $K = 1$ and $K = 2$. 
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amplitude difference between two paths. This similarity is because both residues are essentially the “unaligned” path signal minus a delayed copy of the same “unaligned” signal, and that delay (which is the delay caused by AoA1 plus the delay caused by AoA2) is the same for both alignments. A linear combination of the two residues will be zero, and the coefficients are exactly the amplitudes of each path.

Based on the observation above, we solve for the second path’s AoA by doing the following: We search across all possible AoAs for path #2, and for each AoA candidate, we perform the operation in Figure 3.6(b), and run least squares (LS) over the two residues. The LS solution gives the estimated linear coefficients (which are the amplitudes), and the fitting error of LS indicates the cancellation error after alignment. We pick the candidate which has the smallest sum of fitting errors.

One point worth noting is that AoA only captures relative time offsets among microphones. To fully cancel the two residues, we also need to make sure the two cancellation residues (first path residue, and second path residue) are aligned in absolute time scale. This means the absolute delay $t_2$ has to be accurate as well. Since our $t_2$ detection may not be precise, we also jointly search for different $t_2$’s around the time when the first path’s cancellation error starts growing. We jointly pick the $t_2$ and AoA$ _2$ that minimize the fitting error.

**Detecting More AoAs**

The same idea applies to getting more AoAs. If the signal contains $K$ paths, and we have obtained the AoAs (and absolute delays) for the first $(K-1)$ paths, then we can search for the AoA (and absolute delay) of the $K$-th path by following operations similar to those in Figure 3.6(b). Theorem 3.3.1 states that when AoA$ _k$ is estimated correctly, the $K$ cancellation residues
are linearly dependent, and a linear combination of them (with coefficients as each path’s amplitude) will be a zero vector.

**Theorem 3.3.1** (IAC AoA Decoding). *For a given pair of microphones, the $k$ residue vectors from aligning and canceling each of the $k$ AoAs are linearly dependent.*

**Proof.** Denote the signal “ABCDEF...” as $x[t]$, and the signal arriving along the $k$-th path at the $i$-th microphone as $x[t - t_{k,i}]$. Then, the total signal received by the $i$-th microphone can be written as $y_i[t] = \sum_{k=1}^{K} x[t - t_{k,i}]$.

When we align the $k'$-th path’s AoA, the aligned signals are $y_1[t - t_{k',2}]$ and $y_2[t - t_{k',1}]$, respectively. The cancellation residue is:

$$y_1[t - t_{k',2}] - y_2[t - t_{k',1}] = \sum_{k=1}^{K} x[t - t_{k,1} - t_{k',2}] - \sum_{k=1}^{K} x[t - t_{k,2} - t_{k',1}]$$

The sum of all the cancellation residues is:

$$\sum_{k'=1}^{K} \left( y_1[t - t_{k',2}] - y_2[t - t_{k',1}] \right) = \sum_{k'=1}^{K} \sum_{k=1}^{K} x[t - t_{k,1} - t_{k',2}] - \sum_{k'=1}^{K} \sum_{k=1}^{K} x[t - t_{k,2} - t_{k',1}] = 0$$

This proves that the sum of all cancellation residues is 0. Of course, we have ignored the amplitude of each path here, but it is easy to prove that amplitude is exactly the linear coefficient that makes the sum of these cancellation vectors zero. □

Explained differently, observe that we obtain $K$ residues after aligning-and-canceling each AoA path. While the residues are identical for $K =$
2 (except for amplitude), in general, the $K$ residues are not identical but linearly dependent. Thus, the best $AoA_k$ can be found by minimizing the least squares fitting error. Algorithm 2 shows in detail how we compute this error.

**Algorithm 2** For a Given Set of $K$ AoAs and Absolute Delays, Compute the Overall Cancellation Error $\mathcal{E}$

1: $\mathcal{E} = 0$
2: **for all** pairs of microphones **do**
3: \hspace{1em} $ResidueList = \{\}$
4: \hspace{1em} **for** $k = 1 \cdots K$ **do**
5: \hspace{2em} Align the two signals using the $k$-th AoA
6: \hspace{2em} Compute the difference of two aligned signals as the cancellation residue
7: \hspace{2em} Delay the residue using the $k$-th absolute delay
8: \hspace{2em} $ResidueList.Add(residue)$
9: \hspace{1em} **end for**
10: Run least squares on $ResidueList$ to compute the best linear combination, and get its fitting error $e$
11: \hspace{1em} $\mathcal{E} + = e$
12: **end for**

■ Can We Detect Infinite AoAs?

In practice, the number of AoAs we could obtain is limited for two reasons: (1) In multipath environments, the first few paths are sparse while the latter ones are dense. This means the time window $[t_k, t_{k+1}]$ will be very short as $k$ grows larger, making it hard to find the $k$-th path’s AoA without being influenced by the $(k + 1)$-th path. Said differently, there is no strict time of arrival of a given echo, hence, shorter gaps between arriving echoes make them difficult to separate. (2) Voice energy ramps up slowly due to the way humans produce sound. This means the latter echoes of the early samples are considerably weaker than the direct path samples. Background noise adds
to this, further lowering the SNR of the latter echoes. This is why \textit{VoLoc} conservatively uses only the first $N = 2$ AoAs.

**Simulation Results**

To compare IAC’s AoA estimation accuracy with other AoA algorithms under different indoor reverberation and SNR conditions, as well as to obtain ground truth for higher-order AoAs, we run a simulation with the “Alexa” voice as the source signal, added with varying levels of echoes and noise. The simulation uses the image source model [104] to simulate room impulse responses. We compare with three AoA techniques discussed in Section 3.2: (1) delay-and-sum, (2) MUSIC, and (3) GCC-PHAT.

Figure 3.7 shows the accuracy performance of these four algorithms. In general, we observe that GCC-PHAT is robust to reverberation and can get the first path correctly, but the correlation will fail at higher order paths. MUSIC and delay-and-sum do not work well in indoor reverberated environments where the acoustic signals are highly correlated. IAC, in contrast, actively takes advantage of correlated signals to jointly estimate each path’s AoA and delay, leading to improved performance in rooms. This is the reason why our algorithm is, we believe, a new contribution to the body of AoA algorithms.

### 3.3.2 User Localization via Fusion

The above estimated AoAs can be reverse-triangulated to the user’s location when we already know where the nearby wall reflector is, i.e., its distance $d$ and orientation $\theta$ with respect to Alexa. Moreover, the human height ($h$) constrains the location search space to 2D. Pretending we already know $\langle d, \theta, h \rangle$, we design an optimization technique to efficiently fuse all three parameters to infer user location. In the next section, we will discuss how
we jointly infer the \( \langle d, \theta \rangle \) parameters from recent voice signals.

In ideal settings, the two AoAs and the wall’s \( \langle d, \theta \rangle \) are enough to analytically solve for the source location. In real environments, all the AoA and geometry estimates incur error, so over-determining the system with echo delay and human height \( h \) is valuable. In fusing all these and solving for user location, we make the following observations and decisions:

1. First, not all AoAs/delays are feasible as the user is only moving in 2D with a fixed height. Therefore, searching for user location in this 2D plane will be more efficient (than searching for all AoAs and delays).

2. Second, the direct path AoA from IAC, especially its azimuth, is accurate. This further reduces the search space to a beam in the 2D plane, as shown in Figure 3.8.

3. Finally, for each possible location on this 2D beam, we can directly obtain the parameters for the direct path and wall reflection path using geometry (recall, we pretended to know all three parameters). This means we can directly compute the cancellation error using Algorithm 2 (using \( K = 2 \) echoes). The best location is determined by having the

---

Figure 3.7: Accuracy comparison of four AoA techniques: IAC, GCC-PHAT, MUSIC, and Delay-and-Sum.
minimum cancellation error. Algorithm 3 summarizes our searching procedure.

3.3.3 Joint Wall Parameter Estimation

Finally, we describe our solution to estimate the two parameters \((d, \theta)\) from an ensemble of recent voice samples. Our core idea is the following. For each (past) voice command, we utilize the direct path AoA as a trustworthy estimate. We shortlist locations within a 3D cone around this AoA that satisfies our known height \(h\). Now for each of these locations, and pretending the wall is \(d_i, \theta_j\) from Alexa, we compute the corresponding wall AoA and delay. If \(\langle d_i, \theta_j \rangle\) are the correct estimates, then the computed AoA and delay will align well with the measured signal, minimizing the cancellation error in Algorithm 2.

Of course, in the presence of other echoes from clutters around Alexa, the
Algorithm 3 Search for the Most Likely User Location in the Room

1: Run IAC to first obtain direct path’s azimuth, $azi$
2: $minError = +\infty$, $bestLoc = []$
3: for all Location $loc$ on 2D plane do
4:   if $loc$’s azimuth not close to $azi$ then continue
5:   end if
6: Compute AoA and absolute delay for both direct path and wall reflection path, using geometry
7: Compute cancellation error $E$ using Algorithm 2
8: if $E < minError$ then
9:   $minError = E$, $bestLoc = loc$
10: end if
11: end for
12: Declare $bestLoc$ as user location

wall echo may not match best, hence $\langle d, \theta \rangle$ may produce a higher (than minimum) cancellation error. However, when this operation is performed over multiple recent voice commands, and the cancellation errors summed up, we expect the optimal $\langle d^*, \theta^* \rangle$ to minimize this sum. The intuition is that different voice commands from different locations would consistently reflect from the wall, while reflections from other objects would come and go.\(^5\) As a result, the correct values of $\langle d^*, \theta^* \rangle$ would eventually “stand out” over time.

Figure 3.9 shows one example of how the objective function (i.e., sum of cancellation errors) varies across the joint $\langle d, \theta \rangle$ variation. The $X$ and $Y$ axes of the graph are $d$ and $\theta$ offsets from the ground truth, meaning the contour should minimize at $[0, 0]$. We search with a granularity of 2 cm and $1^\circ$, and the minimum point of the contour proves to be at $X = 2$ cm and $Y = 1^\circ$.

\(^5\)The table reflection may also be consistent; however, Alexa/Google microphones are designed with low gain towards the downward direction, and hence the energy of table reflection is weak.
This is promising and we evaluate this more in Section 3.4.

![Figure 3.9: The sum of cancellation error minimizes at the nearly the true wall distance and orientation.](image)

While joint parameter estimation is time consuming (in hours), we need to run this only during initialization. Once the estimates are ready, the fusion module uses these parameters and executes in a very short time.

3.3.4 Points of Discussion

- Will echoes from furniture/environment affect the estimation of wall geometry?

Observe that the echo from the nearby wall is also close in time to the direct path. In fact, the echo’s delay can be computed since \( \langle d^*, \theta^*, h \rangle \) are all known. Because of this, echoes that bounce off farther away reflectors can be discounted, since all their delays arrive long after the
wall-echo. Confusion arises from reflectors that are closer to Alexa than the wall – like objects on the same table as Alexa. These unmodeled echoes prevent the cancellation errors from dropping sharply. Nonetheless, as we see in our evaluation, the error reduction is still a minimum for the correct user location. This is the reason why VoLoc is able to operate even in reasonably cluttered environments.

- **What happens when the wall echo is blocked by an object on the table?**

  This is the case where VoLoc will perform poorly, since the cancellation will be poor for the expected wall AoA. It may be possible to recognize the problem from the value of the cancellation error, such that we can gain some measure of confidence on the localization result. We have empirically observed increased cancellation errors; however, it is not clear how to develop a systematic confidence score from it (note that global thresholds or distributions would not scale well). Hence, we leave the design of a confidence metric to future work.

### 3.4 Implementation, Evaluation

This section discusses the experiment methodology and performance results of VoLoc.

#### 3.4.1 Implementation

VoLoc is implemented on a Seeed Studio 6-microphone array [105], arranged in a circular shape similar to Amazon Echo. This is due to the lack of raw acoustic samples from commercial voice assistants. The acoustic signals on the array are sampled at 16 kHz, a sampling rate that covers most of the energy in voice frequencies. The array is connected to a Raspberry Pi to
forward its sound samples to a laptop over wireless. The laptop executes code written in MATLAB to compute user location, which takes $6 - 10$ seconds to finish.

3.4.2 Methodology

Our experiments were executed in four different indoor environments: (1) a studio apartment, (2) a kitchen, (3) a student office, and (4) a large conference room. The first two in-home places both have an Amazon Echo pre-installed, so we directly replace it with our microphone array. For the office and the conference room, we simply put the microphone array on a desk that is close to a power outlet. The distance to the wall ranges between $0.2$ m and $0.8$ m.

We recruited three student volunteers to speak different voice commands to the microphone array. Volunteers were asked to stand at marked positions, whose 2D locations $(X, Y)$ have been measured beforehand (for ground truth) using a laser distance measurer. The voice commands start with either “Alexa, ...” or “Okay Google, ...”, and are repeated five times at each location. We collected a total number of 2350 voice commands. Meanwhile, for in-home environments, we also recorded some other non-voice sounds and played them at different locations using a portable Bluetooth speaker. These sounds include the sound of cooking, the microwaves dings, or random sound clips from TVs. The goal is to test whether VoLoc has the potential to localize such arbitrary sounds from everyday objects.

3.4.3 Performance Results

The following questions are of interest:

(1) How well can VoLoc compute user locations in general? What is the break-up of gain from AoA and wall-estimation?
(2) How does VoLoc’s performance vary among different sounds (including non-voice sounds), varying clutter level, and varying ranges (near, medium, far)?

(3) How many recent voice samples are necessary for VoLoc to converge on the geometric parameters \((d, \theta)\)?

**Overall Localization Accuracy**

Figure 3.10 shows the CDF of VoLoc’s overall localization errors across all experiments, as well as the CDF of errors in each room. Overall, the median error is 0.44 m. We believe this accuracy makes it amenable to location-aware applications for in-home voice assistants like Alexa and Google Home.

Upon comparing the performance across the four rooms, we find that the conference room incurs significantly higher errors than the other three. Anal-
ysis shows that the conference room is large in size, meaning the user often stands far from Alexa, leading to increased location error. Said differently, far field errors are higher in triangulation algorithms because same angular error (in AoA, $d$, or $\theta$) translates to larger location error.

Figure 3.11 compares $\text{VoLoc}$’s localization accuracy with the following two schemes: (1) $\text{VoLoc}^{++}$, which assumes the two geometric parameters (wall’s distance $d$ and orientation $\theta$) are perfectly known. Therefore, $\text{VoLoc}^{++}$ will be a performance upper bound of $\text{VoLoc}$. (2) GCC-PHAT, which combines GCC-PHAT’s direct path AoA with human height information ($h$) to compute human location. We choose GCC-PHAT as the baseline because it performs the best in Section 3.3.1.

![Figure 3.11: Performance comparison of $\text{VoLoc}^{++}$, $\text{VoLoc}$, and GCC-PHAT.](image)

Compared to GCC-PHAT’s median location error of 0.93 m, $\text{VoLoc}$’s median error reduces by 52%. This demonstrates the value of precise 2-AoA estimation from our IAC algorithm. $\text{VoLoc}^{++}$ further reduces the median error from 0.44 m to 0.31 m, assuming the geometric parameters are precisely known. This captures $\text{VoLoc}$’s efficacy to estimate the wall parameters
there is a small room for improvement.

**Accuracy Across Different Sounds**

Figure 3.12 shows VoLoc’s median localization error across various kinds of sounds for in-home environments. The first two sounds are human voice commands, while the latter four are natural sounds from objects, such as microwave bell sound or music from TV. In general, we observe that localizing objects’ sounds is easier than localizing the human voice. This is because most sounds made by objects have good energy ramp-up; i.e., unlike human voice, the energy of the sound quickly goes up within a very short time window. This means the SNR of the signal is strong for IAC to estimate AoA, leading to improved location results.

![Figure 3.12: VoLoc’s localization accuracy across different kinds of sounds.](image)

Each cluster of bars represents one sound, and each bar within one cluster represents the median error across locations during one session.

**Accuracy Over Distances to Alexa**

VoLoc’s localization accuracy will naturally go down as the user moves away from the microphone array. This is essentially because the resolution of AoA estimation limits the range of the user, i.e., a large movement at a
far away distance may only translate to a slight change in AoA. Figure 3.13 visualizes VoLoc’s localization error in the conference room. The microphone array is placed on a table towards the northeast side. Evidently, the location accuracy varies with the proximity to the microphone array.

Figure 3.13: Heatmap of VoLoc’s localization error in the conference room (bird’s eye view). Small white circle represents the microphone array location.

We classify all our measurements into three groups, based on the distance from the user to the microphone array: Near (< 2 m), Medium (2 − 4 m), and Far (> 4 m). Figure 3.14 shows that within 2 m, location error is almost always below 0.5 m, and within 4 m, the majority of the errors are still within 1 m.

■ Sensitivity to Different Users

To test VoLoc’s sensitivity to different users, we asked three volunteers
to enter the same room, stand at the same set of locations, and speak the same voice commands. Figure 3.15 shows the variation of median localization error across different locations. Evidently, localization error is much more correlated with the user’s standing location (as would be expected), rather than the users voice or speaking patterns.

Figure 3.15: Variation of VoLoc’s localization error across different locations in the room, shown separately for each user.

- **Sensitivity to the Clutter Levels**

Clearly, VoLoc’s performance will depend on the density of the multipath
signals due to other objects’ reflections. Since we only look at the very beginning moment of the sound, most indoor reflections (like furniture) are not a problem for us. However, objects that are very close to the array may reflect sounds into the microphone even earlier than the wall, or even totally block the wall reflection, leading to higher cancellation residue and more location errors. In the extreme case where even the direct path is totally blocked, the localization error will go up dramatically.

Figure 3.16 shows the degradation of VoLoc’s localization accuracy, as we keep increasing the clutter level around the microphone array (i.e., putting objects on the same table as the array to add complexity to its multipath profile). Evidently, the error is low when there is no object nearby. Even when there are a few objects around and the clutter level is moderate, the location error is still acceptable. However, as more and larger objects start to fully block the wall reflection and even the direct path, the location error quickly increases.

■ Convergence of Geometric Parameter Estimation

Figure 3.17 shows how the parameter estimation is converging, with an increasing number of past voice commands. While more past samples are useful, with as few as 5 samples, our estimation has converged to < 1 cm and < 2° fluctuation. This shows VoLoc’s ability to quickly converge to new wall parameters even after being moved around on the table. This experiment was performed at the medium clutter level (as per expectations, the estimation converges faster and slower for sparse and dense clutter levels, respectively).
Figure 3.16: VoLoc’s localization accuracy across increasing clutter levels (from left to right). Each cluster of bars represents one environment, and each bar within one cluster represents the overall median error across locations during one visit. The three pictures correspond to the measurement in the #1, #3 and #5 environments.
Figure 3.17: How VoLoc’s parameter estimation converges for (1) wall distance $d$, and (2) wall orientation $\theta$, with increasing number of past voice samples. The red line and its error bar represent the average and standard deviation of estimation errors for a total number of 1000 runs.
3.5 Limitations and Discussion

In this section, we discuss limitations and room for improvement.

- **Semantic interpretation of location**: VoLoc infers the user and wall location in Alexa’s reference frame. To be semantically meaningful (i.e., the user is at the laundry room) the inferred locations need to be superimposed on a floorplan. Alternatively, Alexa could localize other sounds, understand their semantics, and transfer those semantics to location. For instance, knowing that the washer/dryer sound arrives from the same location as a voice command can reveal that the user is at the laundry room. Building such a semantic layer atop localization is an important follow-up work.

- **Coping with variations in height**: A family will likely have multiple users with different heights (including children). VoLoc needs the height of each user and some form of voice fingerprinting to apply the corresponding height during computation. We have not implemented such per-user adaptation. We also do not cope with scenarios where the user is sitting or lying down (we assume standing users).

- **Mobile users**: VoLoc has been designed and evaluated with static users. When a user issues a voice command while walking, the echo patterns will likely “spread” in space. Our current formulation does not model the effects of mobility – the algorithms will need to be revisited.

- **Many pause opportunities**: A voice command offers at least two pause opportunities, one before the command, and one after the word “Alexa”. Naively averaging location, derived from each pause, will improve accuracy. However, averaging in the signal space (i.e., optimizing the wall parameters using all the post-pause signals) could offer greater benefits. We leave such refinements to future work.
• **Privacy:** How applications use the location information in the future remains an open question. On one hand, we see context-aware Alexas and Googles becoming crucial support technologies to old age independent living; sharing the user’s height may be worthwhile in such cases. On the other hand, for everyday users, we see Amazon and Google peering even more closely into our homes and daily lives, a stronger erosion of privacy. Regardless of utility or abuse, we believe awareness of such capabilities is critical. We hope this chapter aids in developing this awareness.

3.6 Related Work

In the interest of space, we give a heavily condensed summary of the vast literature in localization and acoustic signal processing, with bias towards work more related to *VoLoc*.

• **Multiple arrays or known sound signals:** Distributed microphone arrays have been used to localize (or triangulate) an unknown sound source, such as gun shots [78], wildlife [77], and mobile devices [85]. Many works also address the inverse problem of localizing microphones with speaker arrays playing known sounds [106, 107, 108, 109]. Ishi et al. [80] report modeling the room multipath to improve multi-array localization results. Xiong and Jamieson [81] and Michalevsky et al. [110] demonstrate localization using multiple RF-based landmarks. On the other hand, when the source signal is known, localization has been accomplished by estimating the channel impulse response (CIR). For instance, [76] uses an acoustic sine sweep to localize room boundaries and compute the shape of a room; reverbs captured by multiple microphones reveal the room impulse responses (RIR), which stipulate the locations of reflecting surfaces. In RF (like WiFi), CIR and SNR based
fingerprinting has been used extensively [111, 79, 112, 113, 114, 82]. As mentioned earlier, VoLoc must cope with single array and unknown signals.

- **Unknown signal, single array**: Perhaps closest to VoLoc are [103, 84]. In [103], a robot scans a 3D model of the room with a Kinect, identifies AoAs with a microphone array, then performs 3D inverse ray-tracing to localize sound sources. Besides mapping room geometry, the robot also relies on specific impulse-like sounds, such as clapping. Ribeiro et al. [84] simulate localization using a microphone array and present results from three carefully chosen locations in an empty, rectangular room. In comparison, our solution is designed for real-world, multipath-rich, uncontrolled environments. In [115], a single microphone is used to classify a speaker’s distance into a set of discrete values, but needs per-room, per-distance training.

- **AoA estimation**: Rich bodies of work have focused on acoustic AoA using microphone arrays [116, 117, 118, 119, 120]. Some are best suited for different sound sources, some for specific signal types and frequencies, some for certain environments. Examples include delay-and-sum [121, 92, 122], GCC-AoA [94, 44, 95, 101, 96], MUSIC [97, 98, 102], and ESPRIT [99, 100]. However, in multipath-rich environments, blind AoA estimation struggles, especially for successive AoAs.

- **Blind channel estimation**: Blind channel estimation (BCE) describes the process of deducing a channel from received signals without knowing the source. BCE is a useful tool for estimating indoor acoustic channels [123, 124, 125, 126]. We consider IAC to be a particular and powerful realization of BCE with significant computation gains. IAC was also inspired by ZigZag decoding for RF networks [127], which decodes packets by exploiting interference-free segments.
3.7 Conclusion

This chapter shows the feasibility of inferring user location from voice signals received over a microphone array. While the general problem is extremely difficult, we observe that application-specific opportunities offer hope. Instead of inferring and triangulating all signal paths in an indoor environment, we observe that estimating a few AoAs and reflector surfaces is adequate for the localization application. We design an iterative cancellation algorithm (IAC) for AoA estimation, followed by a joint optimization of wall distance and orientation. When fused together, the localization accuracies are robust and usable.

Location-awareness in Alexa and Google may entail important privacy implications. We emphasize that we are not proponents of in-home localization, except perhaps in special scenarios like old age independent living. Nonetheless, we believe this work is still important to spread awareness of what is possible from voice signals. We hope such awareness helps in shaping policies around voice assistants of the future, both for utility and abuse in smart indoor environments.
We aim at generating 3D directional sound using earphones, by synthesizing the (slightly different) propagation delays at two ears. Applications include acoustic navigation, acoustic augmented reality, etc. The key challenge is to track the head’s (earphone’s) orientation accurately. A rich body of work has focused on orientation tracking techniques using inertial sensors, namely accelerometers, gyroscopes, and magnetometers. This chapter identifies room for improvement over today’s orientation tracking techniques. The core observation is that conventional systems have trusted gravity more than the magnetic North to infer the 3D orientation of the object. We find that the reverse is more effective, especially when the object is in continuous fast motion. We leverage this opportunity to design MUSE, a magnetometer-centric sensor fusion algorithm for orientation tracking. Real experiments across a wide range of uncontrolled scenarios show consistent improvement in orientation and location accuracy, without requiring any training or machine learning. We believe these results constitute an important progress in the otherwise mature field of IMU-based motion tracking.

4.1 Introduction

Inertial motion units (IMUs) serve as the bedrock to a large number of mobile systems and applications. Smartphones and smartwatches have already utilized IMUs to infer human activities and gestures, while drones and robots have classically employed IMUs to guide their motion-stabilization and con-
trol algorithms. More recently, IMUs are playing a role in everyday objects. A start-up called Grush [128] proposed a fascinating idea that won the “2016 America’s Greatest Makers” contest. The company tracks the motion of IMU-embedded toothbrushes and feeds this motion into a smartphone game where monsters need to be killed. When brushing teeth, a child must move to different corners of his mouth to kill the scattered monsters in the smartphone screen. In a more serious context, health rehabilitation centers are increasingly giving motion-trackers to patients so their progress can be monitored even at home. Needless to say, any improvement to IMU-based motion tracking will impact a range of systems and applications.

Let us begin by intuitively understanding the core problems in IMU-based motion tracking. Observe that all the inertial sensors, i.e., accelerometer, gyroscope, and magnetometer, operate in their local frames of reference. For instance, if the accelerometer measures motion along its X axis, it is not clear what this motion means in the global reference frame. As an analogy, imagine a friend calling from inside a flying airplane and saying that she is turning “right”. Without knowing the 3D orientation of her plane in the earth’s reference frame, there is no way to infer which way she is turning. Put differently, tracking the motion of any object first requires the knowledge of the object’s 3D orientation in the global framework. Then, the motion sensed locally by the IMU sensors can be appropriately projected onto the global framework, ultimately enabling a meaningful motion tracking solution.

Precisely estimating the object’s 3D orientation in the global reference frame (GRF) is non-trivial. Conventional systems solve this by utilizing gravity and magnetic North as “anchor” directions. Loosely, the accelerometer measures components of gravity along its three axes and infers how tilted the object is from the horizontal plane. Once this tilt is compensated, the magnetometer can measure the object’s heading angle by comparing against
the magnetic North direction. This indeed yields the 3D orientation of the object, although only in the case when the object is completely static. When the object is moving, the accelerometer measures the “mixture” of both gravity and linear motion, making gravity isolation difficult. As a consequence, the object can no longer be tilted precisely to become flat on the horizontal plane, which further pollutes the estimation of the magnetic North direction. In summary, estimating the global 3D orientation of a moving object is the key bottleneck to IMU based motion tracking. Worse, this 3D orientation needs to be continuously tracked, since local sensor measurements need to be continuously projected onto these global directions.

Of course, we are not the first to look into this problem. Many techniques exist in the literature [129, 130, 131, 132, 133, 134, 135, 136, 137, 138, 139, 140, 141], of which $A^3$ [142] from MobiCom 2014 is probably the most effective. Importantly, $A^3$ sidesteps the problem of disentangling gravity and linear motion; instead, it opportunistically searches for moments when the object is static. The object’s 3D orientation is re-calibrated at these static moments (using gravity and North), and for all times between these moments, $A^3$ uses the gyroscope to track the local changes in orientation. Referring back to our analogy, if our friend from the airplane could periodically stop and tell us her global orientation, we could utilize her local measurements of “turning right” to interpolate her global orientations at all times.

Unfortunately, objects may not pause often, and even if they do, determining those moments produces false positives and false negatives. All in all, $A^3$’s performance upholds only in certain types of movements, and even then, some components of IMU information remain unused (as elaborated later).

This chapter, inspired by $A^3$, finds room for improvement. Our core insight is that the earth’s 3D magnetic North vector could serve as a better global
“anchor” than gravity, especially during motion. This is because magnetometers are mostly unpolluted by the device’s motion and can, as a result, always measure the magnitude of the global 3D North vector. The direction is still unknown since it is a function of the object’s own orientation. Nonetheless, if we can measure the direction of this North vector just one time, we can utilize it thereafter as a trusted anchor for tracking orientation, even when the object is moving. Gravity is still necessary, but only as a secondary anchor to complete the orientation estimation.

This sensor fusion opportunity ultimately results in \textit{MUSE}, an iterative algorithm that uses gravity from a static moment to estimate the global 3D North vector, and thereafter uses this North vector as the primary anchor. Gravity is still used, although with varying trust, depending on whether the object is moving. Finally, the gyroscope measurements are also used to track rotation, and then fused with the accelerometer + magnetometer measurements to overdetermine the system. The net result is improved 3D orientation in the global reference frame (GRF), in turn helping the localization aspect of motion tracking.

We implement and evaluate \textit{MUSE} on an off-the-shelf Samsung Galaxy S6 smartphone. Orientation tracking is evaluated across various human activities and object motions. Ground truth is obtained by periodically bringing the device to a pre-specified orientation. Comparison with \textit{A$^3$} shows an average of 2.9X performance gain for various natural activities, and higher when the motion is continuous without pauses.

We summarize \textit{MUSE}’s key contribution as follows:

- We identify that the \textit{global 3D magnetic North vector can serve as a better anchor compared to gravity}.
- We design an efficient magnetometer-centric sensor fusion algorithm to
track the 3D orientation of a moving object.

The rest of this chapter elaborates on this contribution; however, we need to begin with the foundations of IMU based motion tracking. While this makes the next section long, we believe the material is necessary to appreciate the problems and solutions. We also believe the material is easy to follow, since it starts from first principles.

4.2 Foundations of Tracking

- **Reference Frames:** Consider the general case where an object’s motion, i.e., sequence of 3D locations and 3D orientations, needs to be tracked in a global reference frame, say \( \langle \text{North}, \text{East}, \text{and Up} \rangle \). The sequence of 3D locations, when differentiated twice, gives acceleration; the accelerometer measures this acceleration, but in its local reference frame (LRF). The sequence of 3D orientations, when differentiated once, gives angular velocity; the gyroscope measures this angular velocity, but again in the LRF. Tracking 3D motion in the global reference frame (GRF) requires a continuous translation between the two coordinate frames. Specifically, at every time instant, the object’s LRF needs to be rotated and aligned to the GRF, and the acceleration needs to be computed in this aligned framework. Thus, the first question in tracking degenerates to constantly estimating this LRF-to-GRF rotation.

- **Understanding 3D Orientation:** The LRF-to-GRF rotation is essentially the phone’s 3D orientation. To understand, consider a plane taking off in Figure 4.1, with its true 3D heading direction as 45° North-East and 30° to the vertical direction. However, for a passenger inside the plane, the heading direction is always along its local Y axis. Thus, computing the global heading direction entails rotating the plane −30° around its local X axis (which is along the wing of the plane), and then
rotating the plane $-45^\circ$ around its local $Z$ axis. These rotations align the local and global axes, capturing the orientation mismatch between the LRF and GRF. Mathematically, this net mismatch can be modeled as a single 3D rotation matrix, and the inverse of this matrix (i.e., the mismatch from GRF to LRF) is defined as the object’s 3D orientation.

Figure 4.1: The top view (left) and side view (right) of a plane taking off. The 3D orientation of the plane is the net rotation needed to align the plane’s local $\langle X, Y, Z \rangle$ axes with the global $\langle \text{North}, \text{East}, \text{Up} \rangle$ axes.

- **Computing 3D Orientation:** In reality, how would a passenger inside the plane compute its global heading direction? One opportunity is to measure quantities, such as gravity and magnetic North, whose directions are universally known in the global reference frame (GRF). Specifically, an accelerometer would be able to identify that the universal gravity vector is tilted by $30^\circ$ from its local $-Z$ axis. Similarly, a magnetometer (or compass) should be able to recognize that the Earth’s magnetic North direction is offset by $45^\circ$ from its local $Y$ axis. Thus, using local measurements of gravity and North from the accelerometer and the magnetometer respectively, an object should be able to compute its own LRF-to-GRF mismatch, which is exactly the 3D orientation of the object.\(^1\)

\(^1\)Note that only gravity or only North is inadequate for determining 3D orientation.
• **Basic Motion Tracking:** Now, tracking the object’s 3D orientation over time can be achieved in two ways: (1) performing the above LRF-to-GRF alignment (using gravity and North) at every instant of time, or (2) performing the alignment once to get initial orientation, and then integrating the gyroscope data thereafter to obtain subsequent orientations. Tracking the object’s 3D location over time is slightly more involved. For each time step, the object’s 3D orientation needs to be estimated and the accelerometer data needs to be projected to this global reference frame. This projected accelerometer data contains both linear acceleration and a gravitational component (Figure 4.2(a)). After removing gravity, linear acceleration is now double integrated to compute the next location. The orientation and location estimation repeats for every time step, ultimately producing the 3D orientation and 3D location of the object at any given time.

### 4.2.1 Why Theoretical Tracking Falls Short

The above tracking method, although conceptually complete, does not scale to real world situations. We discuss three main issues:

1. **Gravity Pollution:** In describing how the accelerometer uses gravity to compute its vertical misalignment, we need to assume that the object is static. Otherwise, the object’s motion will mix with gravity measurements, yielding an incorrect tilt. Put differently, computing the vertical tilt of a moving object is difficult.

2. **Magnetic Interference:** In indoor environments, magnetometer measurements of the earth’s magnetic North can be polluted by nearby ferromagnetic materials. This again derails the estimate of 3D orientation, impacting 3D location as well.

For instance, even if gravity is perfectly aligned along the $-Z$ axis, the object can still be in many possible orientations on the horizontal plane (with different heading directions).
Figure 4.2: (a) Accelerometer projected to GRF contains both linear acceleration and gravity. (b) Take a static object as an example, projection with correct orientation removes gravity perfectly, making no errors in linear acceleration, but (c) slight offset in orientation can cause large projection error, leading to wrong linear acceleration.
(3) **Inherent Sensor Noise:** Finally, hardware noise is inherent in all IMU sensors. Any integration operation accumulates this noise and the problem is pronounced for location tracking with accelerometers. This is because accelerometers need to be integrated twice to obtain location, and further, any orientation error directly translates to accumulated location-error over time. Gyroscopes also drift, but less since they require a single integration. Magnetometers do not drift, but experience a random high frequency noise in their measurements.

We emphasize again the perils of 3D orientation error on location. Observe that the accelerometer data would get projected erroneously from LRF to GRF (Figure 4.2(b) and (c)), and as subsequent velocities and locations get computed in GRF (using single and double integrations), the error will diverge over time. The analogy is in orienting a gun slightly off from the direction of the target – the margin by which the bullet misses the target increases with the distance of the target from the gun. Thus, precisely estimating 3D orientation is crucial and challenging, especially for a moving object in an indoor (ferromagnetic) environment.

With this background on practical challenges, we focus on today’s techniques and identify the room for improvement.

### 4.2.2 State-of-the-Art Method

Classical motion tracking spans control theory, robotics, signal processing, and graphics [136, 137], and is difficult to cover limited space. The recent work called $A^3$ [142] from MobiCom 2014 is perhaps the most practical solution today. As mentioned earlier, $A^3$ recognizes that accelerometers measure the mixture of gravity and motion, that isolating gravity is difficult, and that 3D orientation is difficult to estimate. In light of this, their proposal is to identify opportunities when gravity measurement is unpolluted. This
happens in two cases: (1) when the object is static, or (2) when the object is in pure rotational motion (i.e., only rotating but not moving). In both these cases, the accelerometer only measures gravity, allowing for estimating the global orientation.

The static case is easy to detect, but for pure rotational motion, $A^3$ showed that the gyroscope measurement correlates well with the accelerometer data, since gravity will spin similarly in the object’s local reference frame. Falling back to the plane analogy, consider Alice sitting inside a plane that is not moving but only spinning in the air (and assume Alice has a gyroscope in her hand). Also assume that Alice can track how the direction of the sun is changing (perhaps because the plane is made of transparent glass). $A^3$ points out that Alice would see the sun spinning around her, and this spin should correlate with the spin measured by her gyroscope. However, if the plane was both spinning and moving linearly, the correlation would break down. Thus, strong correlation is an indication of unpolluted gravity, offering an opportunity to align LRF to GRF, and ultimately infer the device’s 3D orientation.

We believe that $A^3$ is an elegant contribution; however, the shortcoming is that such opportunities are infrequent. Figure 4.3 shows a case of running, where the accelerometer magnitude is constantly varying. Given that running activities can easily last for far longer time durations, $A^3$ may not be able to utilize the pausing opportunity at all. For many real-world movements, the state of “rotation but no acceleration” also occurs rarely – for the running case in Figure 4.3, as well as many other cases evaluated later, we did not find a single opportunity. As a result, 3D orientation tracking remains an elusive problem, hindering accurate location tracking. In light of this, we present our proposal on magnetometer fusion, $MUSE$. 
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Figure 4.3: The magnitude of accelerometer measurement vs. the constant magnitude of gravity, as a user picks up a phone in hand and starts running. Clearly, the accelerometer cannot measure gravity properly in this case.

4.3 Orientation Estimation

This section proposes improvements to 3D orientation estimation. Note that $A^3$ and prior methods have always viewed gravity as the primary “anchor” for estimating orientation, and since gravity gets mixed with linear motion (in the accelerometer), it is difficult to extract a precise global orientation. We break away from this approach and observe that the 3D magnetic North vector can be a more effective anchor. The advantage arises from magnetometers being unaffected by linear motion of the object. However, the tradeoff is that the intensity and direction of magnetic North may vary across locations (unlike gravity). In light of this, $MUSE$ requires the object to start from a static moment, utilizes the unpolluted gravity to precisely estimate the 3D North vector, and thereafter uses the North vector as the anchor for orientation. We elaborate the algorithm next.

4.3.1 MUSE Overview

Figure 4.4 shows the $MUSE$ orientation estimation pipeline. IMU data (accelerometer) from the initial static time window offers unpolluted gravity,
used to determine the vertical tilt of the object. The magnetometer, on the other hand, measures the 3D magnetic vector in its local reference frame (LRF), and projects it to the horizontal plane to compute the object’s heading. These two anchors together fully determine the 3D orientation of the object in the global reference frame (GRF).\footnote{In other words, roll and pitch angles are computed from gravity, while the yaw angle is computed from compass. This is a standard operation, which is also implemented by the Android SensorManager.getRotationMatrix() API: \url{https://android.googlesource.com/platform/frameworks/base/+master/core/java/android/hardware/SensorManager.java}} Now, once this initial 3D orientation $O(t_0)$ is known, the current magnetometer’s local measurement, $N^L(t_0)$, can be projected back onto the GRF, leading to the global 3D magnetic North vector, $N^G$. This gives us the anchor we need:

$$N^G = O(t_0)N^L(t_0) \tag{4.1}$$

As the object starts moving, the magnetometer tracks $N^G$ in its LRF, leading to 2 DoFs (degrees of freedom) of global orientation. In a parallel thread, gyroscope tracks all 3 DoFs of rotation. Together, this is an overdetermined system, with 5 DoFs of information available for 3 DoFs of changing orientation. To avoid pollution from linear motion, gravity estimation will be opportunistically used when the object stops or moves slowly. Thus, our task at hand is to solve this overdetermined system via sensor fusion.

### 4.3.2 Magnetometer + Gyroscope Fusion

Since gyroscopes measure changes in 3-DoF orientation, and magnetometers measure 2 DoFs of global orientation (which is $N^G$) directly, the two sensors can be combined to better track (2 DoFs of) orientation. Thus, while gyroscope drift accumulates over time, the magnetometer can be used for recalibration (achieving better noise properties than either of the individual sensors). We use the complementary filter for this combining operation.
Figure 4.4: *MUSE* processing pipeline: The IMU data is processed in stages to compute the 3D orientation in the global reference frame. The gyroscope is integrated to provide 3-DoF information on orientation, while the magnetometer produces extra information on 2 DoFs. These two sources of information are fused in a complementary filter. The accelerometer is opportunistically used to refine 3D orientation. A one-time initialization step is necessary to bootstrap the system, during which the initial orientation and the 3D magnetic North vector are computed.
To elaborate, assume that at current time \( t \), the actual orientation of the object is \( O(t) \). \( O(t) \) is a \( 3 \times 3 \) rotation matrix that rotates the object’s GRF to LRF, and is not known to the object. Since the magnetometer measures the (constant) global 3D magnetic North vector \( N^G \) in its local reference frame (LRF), we can write its local measurement at time \( t \) as:

\[
N^L(t) = O^{-1}(t)N^G
\]  

(4.2)

where \( O^{-1}(t) \) denotes the inverse of \( O(t) \). Of course, we do not know the actual orientation \( O(t) \), and our current estimated orientation, \( \hat{O}(t) \), derived from the gyroscope, may be erroneous. One way to check how large this error would be, is to use estimated orientation \( \hat{O}(t) \) to infer what the magnetometer should measure (as \( \hat{N}^L(t) \)), i.e.,

\[
\hat{N}^L(t) = \hat{O}^{-1}(t)N^G
\]  

(4.3)

The difference between the inferred measurement \( \hat{N}^L(t) \), and the actual magnetometer measurement \( N^L(t) \), immediately reveals the drift in orientation,\(^3\) as illustrated in Figure 4.5.

### Now, how do we update orientation estimation using this disparity?  

The key observation here is that the noise properties of magnetometers and gyroscopes are different, allowing for informed sensor fusion. Specifically, gyroscopes exhibit a long-term integration drift that grows with time\(^4\); however, in the short term, they are quite accurate. Magnetometers, on the other hand, have short-term noise from environmental fluctuations and sensor imperfection; however, they do not drift in the long run since they are always measuring the same global North vector and no integration

---

\(^3\)To be precise, it reveals the drift in 2 of the 3 DoFs of orientation (the DoFs parallel to the 3D North vector direction).

\(^4\)This is because the gyroscope is an inertial sensor that measures angular velocity in its local frame of reference, and has no opportunity to correct its own integration.
Figure 4.5: Magnetometer measures a globally constant vector, which helps correct the drift of orientation, reflected as the disparity between the inferred magnetometer measurement and the actual measurement.
is needed. To fuse the best of both sensors, we employ a complementary filter [133, 134, 135].

The complementary filter essentially computes a weighted combination of the two. Larger weight is assigned to the gyroscope, so that high frequency components are drawn from the gyroscope (since the gyroscope drifts less in the short term), and low frequency components from the magnetometer (since it is stable in the long run). The net output is a single orientation at each time instant – the estimate of 3D orientation in the GRF. Specifically, we first look for a delta rotation matrix ($\Delta R$) that can align our inferred magnetometer measurement ($\hat{N}^L(t)$) to the actual one ($N^L(t)$):

$$\text{Rotation Axis } e = \hat{N}^L(t) \times N^L(t) \quad \text{(Cross Product)}$$

$$\text{Rotation Angle } \theta = \angle(\hat{N}^L(t), N^L(t))$$

$$\Delta R = \text{AxisAngle2RotMat}(e, \theta)$$

The inverse of this rotation matrix (i.e., $\Delta R^{-1}$), when applied to our orientation estimation, will eliminate this disparity. Since we adopt a complementary filter design to reduce noise, we set a small coefficient $\alpha (0 < \alpha \ll 1)$ for this operation, i.e.,

$$\Delta R(\alpha) = \text{AxisAngle2RotMat}(e, \alpha \theta) \quad (4.4)$$

And the updated orientation is

$$\hat{O}_{\text{new}}(t) = \Delta R^{-1}(\alpha) \cdot \hat{O}_{\text{old}}(t) \quad (4.5)$$

As a technical detail, we are using axis-angle and rotation matrix representation of rotation, rather than Euler angles (roll/pitch/yaw), in order to avoid gimbal lock and $\pm 180^\circ$ ambiguity. In our implementation, we simply set $\alpha$ as 0.01. The final result from this filter is the convergence on 2 DoFs of
orientation, while the 3rd DoF, i.e. rotation around the 3D magnetic North vector, is still tracked but prone to drift.

4.3.3 Implementation Details

We briefly mention a few details here.

- **Gyroscope Bias**: IMU sensors are known to have bias (DC offset), of which gyroscope bias harms orientation estimation the most (because of integration). At the initial static moment where we perform one-time initialization of tracking, we also calibrate the bias by taking a time average of gyroscope readings, and remove the bias from subsequent gyroscope measurements.

- **Static Recalibration**: Even though MUSE addresses the gyroscope drifting issue (due to integration) in 2 of the 3 DoFs of orientation, there is still 1 DoF whose error cannot be corrected during motion. Therefore, MUSE also opportunistically detects static or slow-moving opportunities (by looking at time windows in which the accelerometer measures roughly \(9.8 \text{ m/s}^2\)), if any, to address the drift in this dimension. Unlike \(A^3\) which simply replaces current orientation estimation with the one from gravity + North, we again use a complementary filter to update the estimation, which turns out to be more robust to accelerometer noise and have fewer false positives. We also leverage this opportunity to update our estimation of the 3D magnetic North anchor, \(N^G\).

- **Magnetometer Accuracy**: MEMS magnetometers in mobile devices typically have lower resolution than accelerometers and gyroscopes. Luckily, we do not require as high resolution for magnetometers as for gyroscopes, because we are integrating the gyroscope readings but averaging the magnetometer readings (using the complementary filter).
However, there might be ferromagnetic materials in the environment. Depending on the error distribution, in certain cases, it might be even better not to use the magnetometer. We evaluate the sensitivity of the algorithm to magnetic field fluctuations in the next section, and leave further investigation to the future work.

In sum, Algorithm 4 below shows the high-level pseudo code of MUSE’s orientation estimation algorithm.

**Algorithm 4 MUSE Orientation Tracking**

1: Opportunistically detect initial orientation and global 3D magnetic North anchor, using Equation (4.1)
2: while True do
3: Integrate gyroscope to obtain new orientation
4: if Accelerometer roughly measures $9.8 m/s^2$ then
5: Recalibrate orientation estimation, and
6: Update 3D magnetic vector estimation
7: else
8: Update orientation using Equation (4.3) - (4.5)
9: end if
10: end while

We evaluate the accuracy of orientation estimation next.

4.4 Orientation Evaluation

4.4.1 Experiment Design

- **Platform and Test Scenarios:** MUSE uses the raw IMU data from a Samsung Galaxy S6 smartphone. It includes an InvenSense MPU6500 6-axis accelerometer + gyroscope, and a Yamaha YAS537 3-axis magnetometer. The same chips are also embedded in many other mobile
and wearable devices, including other phone models (iPhone 6s, Amazon Fire Phone, Samsung Galaxy S5, Samsung Note 5), tablets (Kindle Fire HD), smartwatches (Samsung Gear Fit), VR headsets (HTC Vive, Oculus Rift), gaming controller (Oculus Touch, Steam Controller), etc. Tracking various motion patterns is of interest, for both humans and things. For humans, we begin with controlled activities, like pure linear motion, pure rotation, and their mixtures. Then, we generalize to real-world natural motions, including running, eating, basketball, gaming, etc. For these activities, we recruit volunteers to carry/wear the phone in different positions, such as in-hand, wrist, arm, and legs. We offer no guidance to volunteers; they perform the activities completely naturally. Finally, for object motion, we insert/paste the phone on various “things”, including tennis racquets, soccer balls, bicycle wheels, etc.

- **Metric**: Our main metric of interest is 3D orientation error of the phone. Observe that this error need not be shown as separate errors around X, Y, and Z axes, respectively, but can be shown as a single orientation error (i.e., the minimal amount of rotation needed to align the estimated 3D orientation to the ground truth 3D orientation). Of course, this raises the question of determining the ground truth orientations.

- **Ground Truth**: MUSE adopts A³’s technique of measuring orientation ground truth. We start by placing the phone at a known orientation, using a printed protractor; then we use the phone for the test motion or activity; and then we bring the phone back to this known orientation. Since this end point is naturally a static moment for MUSE’s recalibration, we deliberately pause our algorithm and only use gyroscope integration for the last few seconds of motion. This ensures that the true motion tracking error is measured (without an artificial orientation reset at the end). Finally, since many of our motion track-
ing sessions will be long (5+ minutes), we will periodically bring the
phone to the ground-truth orientation, pause, and then continue nat-
ural motion again. However, we will not use these artificial pauses for
re-calibrating 3D orientation, but only for measuring the ground truth
at intermediate points during motion. This will offer insights into the
intermediate moments while motion is in progress.

- **Comparison Baselines:** Last but not least, we will compare *MUSE*’s
  performance against three other techniques. (1) **A3** from MobiCom
  2014; (2) **GyroOnly**, indicating rotation estimation from 3-DoF gy-
  roscope integration alone, with no gravity or magnetometer; and (3)
  **ComplemFilter**, indicating the traditional use of complementary fil-
  ter for IMU sensor fusion, which constantly combines gyroscope inte-
  gration with the estimation from gravity + North. Across all these
cases, the algorithms are executed in MATLAB, using the same IMU
data supplied by the *SensorManager* API from Android.

4.4.2 Results

We begin with the discussion of basic (controlled) motions, and then evaluate
natural activities and gestures.

Basic Controlled Motions

Figure 4.6 plots 3D orientation error for pure translation, pure rotation,
and mixtures of translational and rotational motions. For pure translation,
the phone is continuously moved in different straight-line directions (not
necessarily horizontal or vertical, but other possible diagonal lines). For
pure rotation, the phone is located at roughly the same position, but rotated
around various axes (not just X, Y, and Z). For instance, the phone could
be rotated around an axis defined by the vector \( \vec{V} = \vec{X} + \vec{Y} \). Finally,
for motion mixtures, we perform random actions involving both linear and rotational motion.

*MUSE* consistently performs well, while other techniques falter in some scenario or other. Complementary filter, for instance, gets affected in the presence of translational motion since gravity is polluted. Gyroscope integration incurs error when phone rotation is dominant. Finally, $A^3$ is better but still considerably worse than *MUSE* due to the lack of static moments for resetting orientation. In other words, the strong trust in the magnetometer serves *MUSE* well in estimating the phone orientation.

Figure 4.7 compares the overall CDF of 3D orientation error across all controlled scenarios. While $A^3$ performs better than GyroOnly and ComplementFilter, *MUSE* exhibits a consistent improvement over $A^3$ (3.5X gain at median and 4X gain at 90th percentile), closing the gaps for IMU based motion tracking.

Natural Human and Object Motions

Figure 4.8 plots orientation error across various natural movements of humans and objects. For instance, an object motion like “Tennis” refers to the phone taped on the strings of the tennis racquet and a user pretending to play with it; the “Ball” refers to a user playing with a ball with a phone tightly pasted to it. Evident from Figure 4.8, *MUSE* outperforms the other methods almost across all activities. $A^3$ is comparable when the motion is naturally slow such that the accelerometer pollution is not excessive (e.g., eating) or when the motion has natural pauses (e.g., 3D mouse), but falls short when the motion is continuous and without stops. On average, *MUSE* achieves 2.9X smaller orientation error than $A^3$. As for GyroOnly and ComplementFilter, the mixture of linear and rotational motion in natural activities affects their performance.
Figure 4.6: Orientation tracking error for three basic controlled motions: (a) pure translation, (b) pure rotation, and (c) mixtures of translational and rotational motions.
Finally, Figure 4.9 plots a sample trace of the 3D orientation error over time to demonstrate how the error can grow if $A^3$ is unable to find adequately frequent pause moments, or makes mistakes in identifying them. In contrast, MUSE maintains a low error, mainly due to magnetometer noise and the gyroscope’s drift.

4.4.3 When Will MUSE Fail?

- **Rotation Only in 3rd DoF**: Utilizing the 3D magnetic North vector as an anchor, MUSE provides an overdetermined system in 2 of the 3 DoFs of orientation. This means that MUSE will not be useful, if the object’s rotational motion happens to be only in the 3rd DoF, i.e. the object is exactly rotating around the global anchor direction (and will not change its axis of rotation thereafter). Of course, this rarely happens in practice, and even if it does, any static recalibration opportunity will mitigate this problem.

- **No Opportunity for Initialization**: While methods such as $A^3$ rely on frequent “pauses”, MUSE gets rid of this assumption but still needs one static moment to bootstrap the tracking. If there is not even a single pause or slow-moving moment from the beginning, then MUSE
Figure 4.8: (a) Orientation error across natural activities, including both human and object motions. (b) The phone position for some of the motion experiments.
Figure 4.9: A sample trace of orientation error over time for different techniques. Intermediate ground-truth probing happens every half minute, and the device’s motion pauses on purpose every 1.5 minutes (for recalibration).

will not be able to find an opportunity to compute initial orientation and the 3D magnetic North anchor.

- **Ferromagnetic Materials:** Since MUSE relies on the magnetic North vector as a global anchor, it would degrade in performance when the magnetic interference is strong (which is also the case for other systems). While deeper treatment is necessary in the future, we bring MUSE to more challenging environments to test its sensitivity to ferromagnetic materials.

Figure 4.10 shows the orientation tracking accuracy when we run MUSE at different places, ranging from outdoor and large indoor open space (with least interference), to crowded engineering buildings and labs with lots of computers and cables (with strongest interference). Each dot in the figure represents one trial, and its X value describes how fluctuated the magnetic field is. We measure the X value by moving and rotating the device around in this area, and taking the standard deviation of the magnitudes of magnetometer measurements. Clearly, MUSE’s performance decreases as the magnetic field density variation
increases. Techniques such as magnetic field profiling may help mitigate this issue – a topic we leave to future work.

![Figure 4.10: MUSE’s tracking accuracy as it runs at different places with varying levels of magnetic field fluctuations.](image)

4.5 Points of Discussion

MUSE leaves room for further investigation, as discussed briefly in the interest of space:

- **Optimality**: We have not been able to comment on the optimality of IMU based tracking. This needs a deeper signal processing treatment via models of random sensor noise (and bias). Of course, when ignoring noise, we know that 3D orientation is solvable given at least 5 DoFs of information (2 from magnetometer and 3 from gyroscope). Location is also solvable, although more sensitive since the system is just adequately determined (3 DoFs of accelerometer for 3D location). For real systems, however, the interplay of hardware noise and restrictions of motion models will together determine the system’s error. We leave this analysis to future work.

- **Running in Real Time**: MUSE runs a lightweight complementary filter, which has less computational complexity than related works that
can already run on mobile and wearable devices in real time [142, 143, 144].

4.6 Related Work

• **IMU Orientation Estimation:** As mentioned earlier, this problem has been well studied in aerodynamics and robotics, and various algorithms have been proposed to derive efficient sensor fusion algorithms under specific error models [136, 137]. While some of these algorithms [145, 142, 146, 147, 131, 148, 149, 132] also use all the available information of the magnetometer, they assume that the object’s motion is slow or has intermittent stops. Table 4.1 summarizes some of the important related works, and classifies them based on their sensor fusion techniques, and the key assumptions they have made. These assumptions include:

(A): The linear motion is slow so that the average of accelerometer is gravity.

(B): The rotational motion is slow and the error model is Gaussian, in order to preserve the linearity of the system model.

(C): The motion has frequent pauses (static moments) for resetting the gravity estimation.

However, these assumptions may easily break down for continuous motion from human-wearable devices.

• **Other Tracking Modalities:** Many other modalities can track the position and motion of objects, including IR technology [165, 166], computer vision [167, 168], wireless sensing [169, 170, 171, 172, 173, 174], RFID [175, 176], visible light [177], acoustics [54, 55, 178], etc.
Table 4.1: Related works on IMU orientation tracking, classified based on their sensor fusion techniques and key assumptions made.

<table>
<thead>
<tr>
<th>Related Works</th>
<th>Sensor Fusion Techniques</th>
<th>Key Assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>[134, 132, 150, 151, 133, 135]</td>
<td>Complementary Filter</td>
<td>(A)</td>
</tr>
<tr>
<td>[152, 153, 154, 155, 145]</td>
<td>Kalman Filter</td>
<td>(A) (B)</td>
</tr>
<tr>
<td>[156, 157]</td>
<td>Kalman Filter</td>
<td>(B) (C)</td>
</tr>
<tr>
<td>[158, 159, 160, 161, 162, 130, 146, 147, 131]</td>
<td>EKF Filter</td>
<td>(A) (B)</td>
</tr>
<tr>
<td>[129]</td>
<td>EKF Filter</td>
<td>(B) (C)</td>
</tr>
<tr>
<td>[148, 163, 149]</td>
<td>UKF Filter</td>
<td>(A)</td>
</tr>
<tr>
<td>[142]</td>
<td>Opportunistic Replacement</td>
<td>(C)</td>
</tr>
<tr>
<td>[164] (Android APIs)</td>
<td>Gravity+Compass Only</td>
<td>(A)</td>
</tr>
</tbody>
</table>
However, the core inertial nature of the MEMS IMU sensors presents unique challenges distinct from other sensing modalities.

- **3D Acoustics**: The fact that the human brain is capable of resolving the direction of the incoming sound is well known [179]. Past works have utilized this binaural effect for different purposes, including sound recording and reproduction [180, 181, 182], entertainment [183, 184, 185], and localization [186, 187, 188]. We instead track head motion to adapt 3D sound in real-time, so as to enable an immersive acoustic AR experience.

4.7 Conclusion

This chapter shows improvements to orientation tracking by recognizing that magnetometers, unlike accelerometers, are unpolluted by object motion. We believe this will benefit a range of systems and applications, including designing 3D directional acoustics.
CHAPTER 5

CONCLUSION

This dissertation shows various unconventional ways to exploit propagation delay for acoustic techniques and applications. For example, cross-frequency propagation delay can be exploited for acoustic noise cancellation; cross-time multipath delays can be utilized to compute sound source location; and finally, synthesized propagation delays at two ears can be leveraged to enable 3D directional sound.

We believe the space of acoustics and sensing is opening up, mainly for two reasons. First, human beings are now communicating with machines through acoustics, thanks to the advance in speech recognition and natural language processing. Second, many IoT devices, including microphones and speakers, are becoming cheap and scattered around us. The combination of these two is opening up space of new opportunities, which in turn will open new applications. This dissertation, which leverages propagation delay to enable acoustic systems, is only the starting point.
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